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Abstract: Twitter enables millions of active users to send and read concise messages on the internet
every day. Yet some people use Twitter to propagate violent and threatening messages resulting
in cyberbullying. Previous research has focused on whether cyberbullying behavior exists or not
in a tweet (binary classification). In this research, we developed a model for detecting the severity
of cyberbullying in a tweet. The developed model is a feature-based model that uses features
from the content of a tweet, to develop a machine learning classifier for classifying the tweets as
non-cyberbullied, and low, medium, or high-level cyberbullied tweets. In this study, we introduced
pointwise semantic orientation as a new input feature along with utilizing predicted features (gender,
age, and personality type) and Twitter API features. Results from experiments with our proposed
framework in a multi-class setting are promising both with respect to Kappa (84%), classifier
accuracy (93%), and F-measure (92%) metric. Overall, 40% of the classifiers increased performance in
comparison with baseline approaches. Our analysis shows that features with the highest odd ratio:
for detecting low-level severity include: age group between 19–22 years and users with <1 year of
Twitter account activation; for medium-level severity: neuroticism, age group between 23–29 years,
and being a Twitter user between one to two years; and for high-level severity: neuroticism and
extraversion, and the number of times tweet has been favorited by other users. We believe that this
research using a multi-class classification approach provides a step forward in identifying severity
at different levels (low, medium, high) when the content of a tweet is classified as cyberbullied.
Lastly, the current study only focused on the Twitter platform; other social network platforms can be
investigated using the same approach to detect cyberbullying severity patterns.
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1. Introduction

Cyberbullying is a conscious and persistent act of violence that aims to threaten or harm individuals,
deliberately and repeatedly using communication and information technologies. According to statistical
data (http://www.bullyingstatistics.org/category/bullying-statistics), more than half of adolescents
have been involved in or have witnessed cyberbullying, whilst 10% to 20% witness it every day.
The emergence and increased use of the internet, especially Twitter and Facebook, have exacerbated
this situation [1]. Only a few years ago, when internet use was still in its infancy, cyberbullying
was not considered seriously. However, as its prevalence and impact exceed epidemic thresholds,
this activity can no longer be overlooked [2]. Studies have revealed that the knock-on effects of
cyberbullying can be potentially destructive including learning disabilities, psychological distress and
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loneliness, worsened physical confrontations, and suicide [3–5]. To mitigate against such harmful effects
of cyberbullying, different preventive and intervention approaches have been proposed including
machine learning-based automated cyberbullying detection [6]. Cyberbullying detection is made
practicable by looking into the content available on social media. A machine learning approach can
be applied to implement binary or multiclass classifications. A binary classifier classifies the content
as bullying and non-bullying. A multi-class classifier classifies the data in multiple categories [7–9].
Nevertheless, several factors are involved in developing a successful machine learning method to
detect cyberbullying behavior. The most significant of these factors are the features used. It is
acknowledged as a challenging task to select the best features with a strong discriminative power
between cyberbullying and non-cyberbullying tweets [10]. However, cyberbullying takes various forms,
such as circulating filthy rumors based on racism, gender, disability, religion, sexuality, humiliating a
person, social exclusion, stalking, threatening someone online, and displaying personal information
about an individual that was shared in confidence [11].

The study presented in this article is the first, we believe, to incorporate the level of cyberbullying
severity using multi-class classification into an automatic cyberbullying detection model. Based on the
literature and empirical evidence, we hypothesize that the incorporation of multi-class classification
results in a more effective cyberbullying detection model, in contrast to a binary classification.
Furthermore, our study distinguishes itself from [12,13] by using multi-class classification with highly
skewed class imbalance distribution in the dataset, as well as by providing a systematic framework for
identifying cyberbullying severity levels.

In order to perform our multi-class classifier study, we categorized the annotated cyberbullied
tweets into four levels; low, medium, high, and non-cyberbullying. Based on the classification,
sexual and appearance-related tweets were classified as high-level cyberbullying severity; political
and racial tweets as medium level; intelligence tweets as low-level cyberbullying severity, and
non-cyberbullying tweets.

Significance of Research

Deleterious online harassment or cyberbullying behaviors have become a severe issue that
damages the life of people on a large scale. The anti-harassment policy and standards supplied by
social platforms and the power to flag and block or report the bully are useful steps towards a safer
online community, but they are not enough. Popular social media platforms such as Twitter, Facebook,
and Instagram or others receive an enormous number of such flagged text content every day. However,
scrutinizing the immense volume of reported content is very time-consuming and not practical and
effective. To address this, it would be significantly helpful to design automated, data-driven methods
for evaluating and detecting such harmful behaviors in Online Social Networks (OSN). Successful
cyberbullying detection would enable early identification of damaging and threatening scenarios and
control such incidents as they are happening.

Cyberbullying in OSNs produce deep effects on victims, mostly in cases where sensitive topics
are involved. These topics are perceived as less and more severe based on victims’ experience in social
and psychological disciplines. In this study, we are proposing the identification of the severity level of
these sensitive topics in OSN and an effective method to detect the severity of cyberbullying based
on these topics. Allocating the severity level of sensitive topics by stakeholders will allow the type,
prevalence, and severity of cyberbullying to be analyzed. We envisage stakeholders here to include:
parents, caretakers, educational institutions, and organizations, such as crime-prevention foundations,
policymakers, psychiatric associations, social chamber organizations, and enforcement bodies.

In this study, we strive to enhance automated cyberbullying detection, which is the main step
towards automated systems for analyzing contemporary social online behaviors that can negatively
impact mental health.

The article is structured as follows: Section 2 discusses background details on cyberbullying,
followed by an explanation of the different features used in the study. Section 3 presents the research
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methodology, including the data collection, detection mechanisms, and evaluations, followed by the
results and discussion in Section 4. Conclusions are presented in Section 5. Finally, the article ends by
outlining the contributions and limitations of the study in Section 6.

2. Background—Features Engineering and Machine Learning

Facebook, Twitter, YouTube, Instagram, and Ask.fm are ranked the top five networks where the
highest number of users’ experience cyberbullying. Different social media platforms concentrate on
specific data types. For instance, Twitter allows a user post comments known as tweets; photos are
posted on Instagram; whereas Facebook offers users the ability to post text, images, and videos [14].
Twitter enables millions of active users to send and read concise informative messages on a website every
day. However, some people use Twitter to propagate violent and threatening messages. In addition,
cyberbullying is steadily increasing, partly due to the accelerated growth rate of online communications
platforms, especially among young people. As a consequence, Twitter has been characterized as a
highly utilized platform for cyberbullying [15]. However, the development of efficient and effective
methods for detection of online phenomena on Twitter is particularly difficult due to: (i) informal
language and short text of a tweet; (ii) provision of fairly limited context in each tweet (iii) prevalence
of bots or spam accounts.

Despite these difficulties, in our current research, we aim to utilize useful features in tweets to
improve the performance of automatic cyberbullying detection. Twitter features such as tweet counts,
user mentions, and the number of friends-followers have been considered to improve cyberbullying
detection [16–18]. Various studies have frequently used text-based methods and employed contextual,
sentiment, and user-based features [12,19]. In addition, some researchers have reported improved
cyberbullying detection using content features, user time, the persistence of activities, and person
profiles [6,16,20]. Based on the findings of these studies, our approach integrates some of these features
as the baseline model for detecting cyberbullying severity on Twitter.

2.1. Feature Engineering

As outlined above, amongst the most common approaches for improving cyberbullying detection
is feature engineering. We define the selected features as follows: network-based, activity, content, user,
personality, and our manually created master feature, namely, Pointwise Mutual Information-Semantic
Orientation (PMI-SO). As far as we know, no previous research has incorporated the semantic
orientation of each word in tweets as an input feature. The proposed features are discussed in more
detail in the following sub-sections.

2.1.1. Network-Based Features

Given the immense popularity of social media, including its role as a primary source of data for
cyberbullying detection studies, it is no wonder that network data such as the number of friends, and
followers, uploads, likes, and so on are increasingly being used as features in detection systems [21].
Moreover, these features have been proven to be efficient in identifying cyberbullying behaviors in
Online Social Networks—OSN [16,17,22]. According to [17], network-based attributes are the most
important features to identify aggressive or cyberbullying behaviors.

2.1.2. Activity Features

Features in this category include the number of tweets a user has posted, the age of a user’s
account (i.e., number of days since it is created), favored tweets, URLs, hashtags, and mentioned
users (i.e., @_username) [17]. Galán-García et al. (2014) have proposed features based on tweeted text,
posting time, language, and location of a user to improve the identification of the user. The authors
state that these features help to identify and categorize the users as they have certain behaviors which
can be extrapolated evaluating these features [23]. For our study, we grouped tweet time into four
groups; midnight, morning, afternoon, and night.
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2.1.3. User Features

Limited cyberbullying research has used either social or an individual user’s features. There
are two main reasons for this. Firstly, there is little information available to researchers about the
gender, age, social class, race, geographical location, etc. of a user. Secondly, many websites do
not provide open access to the users’ profile data in order to secure user information (e.g., age and
gender) from public exploitation. For example, to prevent the data of their users from being misused
for entertainment purposes [24]. However, advancements in natural language processing (NLP)
technologies have allowed researchers to predict a user’s age and gender in several text styles by
reviewing the difference in language characteristics automatically [25]. Hosseini and Tammimy (2016)
also predicted age and gender in social networks using text analysis and NLP on a user’s messages [26].
Many researchers have concentrated on parts of speech in text content, showing that females typically
use more singular pronouns and verbs while males use articles and nouns frequently. Dadvar et
al., (2012) determined that the overall accuracy of the cyberbullying detection model was improved
using gender-based information as a feature [20]. A survey involving multiple scholars in the field
of cyberbullying have proposed to include gender as a feature to develop effective machine learning
models [27]. A few studies have examined the relation between gender and cyberbullying behaviors
and found that females are less likely to be involved in cyberbullying behaviors than males [28,29],
but others however have found contrary results [30–32]. With respect to predicting age using NLP, it
has been found that adults use more plural pronouns and future tense verbs in comparison to young
people [33,34]. Though cyberbullying victims do not all belong to a particular age range, Slonje and
Smith (2008) has observed that the highest cyberbullying behavior is among teenagers, and in contrast,
the chances of cyberbullying behavior decrease as age increases [35].

In order to generate predicted gender features, we used an open vocabulary provided by [34]
for 100 most common words used by male/female. We also used labeled dataset to predict whether a
user was a male or a female based on the name reported in their username or tweet [36]. Similarly, the
predicted age feature was generated by using 100 most common words used in social media that were
positively or negatively correlated with each age level [34], specifically, age group 1: 13–18 years; age
group 2: 19–22 years; age group 3: 23–29 years; and age group 4: 30 and above.

2.1.4. Content-Based Features

Since cyberbullying texts are frequently offensive and disrespectful in nature, it is not shocking that
profanity is the most widely used content-based feature in the text as a predictor of cyberbullying [21].
Huang et al., (2014) found that the detection of cyberbullying can be significantly improved in OSN by
integrating the content features together with social network features such as network, activity, and
user features [1].

2.1.5. Personality Features

Social networking sites remain a valuable source of textual data as people express their thoughts,
moods, and views creating a rich and insightful set of personal data that represents many real-life
elements, including personality. Thus, the proliferation of these sites over the last decade makes the
text a prime candidate for identifying the personality of a user [37]. Personality is a typical collection of
behaviors which distinguishes one person from another. The use of social media content for personality
interpretation has been reported by [38]. Studies have shown that a user’s personality can be projected
automatically from their communication style [6]. Moreover, researchers have identified connections
between the Big Five personality characteristics and cyberbullying [39]. The Big Five personality traits
include extraversion (talkative, assertive, social, active), neuroticism (emotionally unstable, anxious,
psychopathic, insecure), agreeableness (good-natured, friendly, forgiving, tolerant), conscientiousness
(careful, diligent, organized,) and openness to experience (imaginative, curious, artistic, creative) [39,40].
Research using the Big Five traits found a negative association of agreeableness and conscientiousness
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with cyberbullying while, a positive correlation of extraversion and neuroticism [40,41]. Various
studies have examined social network data, involving Facebook posts, tweets, and text messages, to
find an association between the Big Five and other characteristics with language [6,42–44].

To predict the personality type of the user in our dataset, we used 100 most common words
used in social media provided by [34], which are positively or negatively correlated with each of the
personality types (agreeableness, conscientiousness, extraversion, openness, and neuroticism).

2.1.6. Master Feature (PMI-SO)

We applied the document-level classification and measured the semantic orientation of each
word in the corpus. Phrases were extracted using the parts of speech (POS) tags. Once phrases
have been extracted from the dataset, their semantic orientation in terms of either cyberbullying
or non-cyberbullying was then determined. This feature generation process is further discussed in
Section 3.4.1.

2.1.7. Features Summary

In summary, the list of complete features used to build classifiers in our research is network
features (i.e., number of following, followers, friends), activity features (i.e., the tweet time, user since a
number of times tweet favored), content features (profane words), user features (i.e., POS, age, gender),
personality types (i.e., extraversion, neuroticism), and pointwise semantic orientation of each word
and phrases (PMI-SO).

2.2. Machine Learning

Machine learning is described as a computer’s ability to teach itself how to make a decision based
on data and experiences available. Machine learning techniques help identify language practices of
users and hence can generate a model to detect cyberbullying behavior [45,46]. Machine learning-based
automated cyberbullying detection comprises two parts: Representation Learning of Web Messages
and Classification. First of all, each web message is processed into a fixed-length vector representation
and the classifier is then trained on a testing corpus. The trained classifier will detect the presence of
cyberbullying material in each new message [47].

Choosing the best classifier is the most important step of a text classification architecture. We
cannot efficiently determine the most effective model for a text classification implementation without a
full conceptual comprehension of each algorithm. In our approach, the features (given in Section 2.1.7)
obtained from tweets were used to build a model to detect cyberbullying behaviors and its severity on
Twitter messages. In order to select the best classifier, we tested several machine learning algorithms
namely: Naïve Bayes (NB), Support Vector Machine (SVM), Decision Tree (DT), Random Forest (RF),
and K-Nearest Neighbors (KNN).

3. Material and Methods

This section briefly discusses the methodology that we followed for detecting the severity
of cyberbullying. All steps of our methodology are presented in Figure 1 and discussed in
subsequent sub-sections.
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3.1. Data Input Step

3.1.1. Data Accessibility, Collection, and Annotation

The Twitter platform allows researchers to extract public tweets. Every tweet is extracted
through Twitter’s application program interface (API) and contains comprehensive information [48],
including user ID, username, short biography, account creation date, tweet text (containing information
about emotions, thoughts, behaviors, and other personally salient information) [49], tweet creation
time, tweet’s unique ID, tweet language, the total number of tweets of a user, number of favorites,
number of followers, number of mentions, number of following, number of retweets, latitude, and
longitude (geo-location), and information about the application that sent a tweet (e.g., iOS, Android).
Using this information unique features have been developed from Twitter data to classify various
applications [47,50–55]. We utilize some of this information to develop the machine learning model to
detect cyberbullying severity levels: low, medium, high, or none.

We applied geo-tagged filtering in our data collection process [16,48] to minimize potential bias
in sampling size in our dataset [48,56,57], and chose the USA (https://www.statista.com/statistics/
242606/number-of-active-twitter-users-in-selected-countries/) as the country, based on the highest
number of active users. More precisely we selected the state of Texas in the USA. Our dataset contained
approximately 2.2 million tweets based on a lexicon provided by [58] related to the five topics: sexuality,
racism, physical-appearance, intelligence, and politics. Tweets were collected between November 2019
and December 2019 according to Twitter’s privacy policies (https://developer.twitter.com/en/developer-
terms/agreement-and-policy.html).

3.1.2. Manual Data Annotation

The principle purpose of an efficient cyberbullying detection system in an OSN is to stop or at
least reduce harassment and bullying incidents [59]. These detection systems can be used as tools to
help and facilitate the monitoring of such online environments. Cyberbullying detection can be used
to support and advise the victim, as well as monitoring and tracking the bully [60].

We randomly selected 14,495 tweets from our collected data (2.2 million tweets) for the manual
labeling process, similar to the approach applied in [16,61]. The participants (labelers) of the study
labeled these tweets according to the following labels: low, medium, high, or non-cyberbullying.

Tweets were labeled by three postgraduate students with research background in multi-disciplinary
fields. To begin, participants in the study were trained in twitter content and indications of the presence
of cyberbullying behavior in tweets. For example, the participants were trained on the abbreviations,
slang words, and acronyms commonly used in social networks. The participants were then instructed
to label whether a tweet contained cyberbullying behavior or not. If a tweet contained cyberbullying
behavior, then participants were asked to label how severe that cyberbullying was, based on their
opinion (low, medium, high).

Moreover, we adopted a voting scheme [16] to determine whether or not a tweet involved
cyberbullying and if so its severity level. A tweet was considered as cyberbullying if at least two of
the assigned labelers considered the tweet as cyberbullying. Similarly, a voting scheme approach
was applied to determine whether agreement on the severity level could be achieved. The tweet was
discarded if there were no agreements among labelers.

After the manual annotation, the final dataset contained 11,904 tweets classified in the following
way: low (404), medium (590), high (443), and non-cyberbullying (10,467).

3.2. Pre-Processing Step

Tweets were converted to lower case to avoid any sparsity issue, reduced repeated letters,
standardized URLs, and @usermention to remove noise in the tweets. In the Bag of Words approach,
tokenization was applied with a Twitter-specific tokenizer based on the CMU TweetNLP library [62]
and only words with a minimum frequency of 10 were kept.

https://www.statista.com/statistics/242606/number-of-active-twitter-users-in-selected-countries/
https://www.statista.com/statistics/242606/number-of-active-twitter-users-in-selected-countries/
https://developer.twitter.com/en/developer-terms/agreement-and-policy.html
https://developer.twitter.com/en/developer-terms/agreement-and-policy.html
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3.3. Feature Extraction Step

All tweets were represented in a Bag-of-Words (BoW), Word to vector (Word2Vec), and in our
manually engineered vector-based text representation. We applied POS tagging with a Twitter-specific
tagger based on the CMU TweetNLP library [62] for word sense disambiguation. The POS tagger
assigns a part-of-speech tag to each word of the given text in the form of tuples (word, tag), for instance,
noun, verb, adjectives, etc.

3.4. Feature Generation Step

3.4.1. Pointwise Mutual Information

We applied the document-level classification and measured the semantic orientation of each
word in the corpus. In document-level classification, phrases were extracted using the POS tags.
Once phrases have been extracted from the dataset, then their semantic orientation in terms of either
cyberbullying or non-cyberbullying was determined. In order to achieve this goal, the concept of
pointwise mutual information (PMI) [63] was used to calculate the semantic orientation for each word
in a corpus of tweets. The PMI between two words, word1 and word2, is defined as follows:

PMI(word1, word2) = log2

[
p(word1&word2)

p(word1&word2)

]
This technique has already been applied in classification tasks to improve the classifier performance

in: sentiment analysis [64–66], opinion mining [67], text detection [68–70], image detection, object
detection [71,72], and bioinformatics [73].

In our study, the score was calculated by subtracting the PMI of the target word with a cyberbullying
class from the PMI of the target word with a non-cyberbullying class. This method was well suited
for the domain-specific lexicon generation with a PMI score [63]. Based on this, we created our
domain-specific lexicon with PMI-SO for each word and phrase by using Turney’s technique.

Turney’s method provides a representative lexicon-based technique consisting of three steps. First,
phrases are extracted from the dataset. Second, sentiment polarity is estimated by using PMI-SO of
each extracted phrase, which measures statistical dependency between two terms. Lastly, the polarity
of all phrases in the dataset is averaged out as its sentiment polarity. Turney’s PMI technique does
not depend on hard-coded semantic rules, so users may readily apply the technique into different
contexts [74].

3.5. Feature Engineering

Feature engineering is the process of generating or deriving features from raw data or corpus. The
creation of additional features inferring from existing features is known as feature engineering [75].
It is not the number of features, but the quality of the features that are fed into a machine learning
algorithm that directly affects the outcome of the model prediction [76].

One of the most common approaches to improve cyberbullying detection is to perform feature
engineering, and the most common features that improve the quality of cyberbullying detection
classifier performance are: textual, social, user, sentiment, word embeddings features [24].

We take an approach where sexual and appearance-related tweets are classified as high-level
cyberbullying severity; political and racial tweets as medium level; intelligence tweets as low-level
cyberbullying severity, and non-cyberbullying tweets [77]. This approach is inspired by the research of
the Pew Research Centre (https://www.pewresearch.org/) that reported sexual harassment as the most
severe category of cyberbullying, and intelligence category cyberbullying context (e.g., name-calling or
embarrassment) as less severe. Intelligence is considered less severe because it is a layer of annoyance
so common that those who see or experience it say they often ignore it [78].

https://www.pewresearch.org/
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3.6. Class Imbalance Distribution

Many practical classification problems are imbalanced. Class imbalance refers to a scenario where
the number of instances from one or more class(es) is considerably greater than that of another class [79].
In such cases, standard classifiers tend to be overwhelmed by the large classes and ignore the small
ones. It usually produces a biased classifier that has higher predictive accuracy over majority classes,
but poorer predictive accuracy over minority class as most machine learning algorithms work best
when there are an approximately equal number of instances in each class.

To address this issue, previous research has categorized key solutions into three different
approaches [80,81]. In the first, data level approaches, the goal is to resample the data space by
rebalancing the class distribution. One way of solving the imbalanced class in this approach is to modify
the class distributions in the training data by oversampling the minority class or under-sampling the
majority class. This method is known as SMOTE (Synthetic Minority Over-sampling Technique) [82].
In the second, algorithm level approaches, solutions attempt to adapt existing classifier learning
algorithms to improve learning with respect to the limited class. In the third, cost-sensitive learning
approaches, data-level and algorithmic approaches are combined by imposing a higher cost on
misclassification of examples from the minority class.

Our dataset turned had an imbalanced multi-class distribution (as shown in Figure 2), that
is, cyberbullying tweets with high severity class distribution were 4%, medium 5%, low 3%, and
non-cyberbullying class distribution having 88%. Accordingly, in our study, we decided to employ the
SMOTE technique by oversampling the minority classes (low, medium, high) by 300% combined with
the weighted cost to misclassification for minority classes.
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3.7. Feature Analysis

The objective of feature selection is threefold: improving the performance of the data mining
model, providing a faster more cost-effective learning process, and providing a better understanding
of the underlying process that generates the data. Many applications are characterized by various
dimensional data, where not all the features are important. Therefore, three feature selection techniques
were used in the algorithm training process, namely: Chi-square, Information gain, and Pearson
correlation. Various features were selected in combination with different algorithm settings to determine
the most significant features that would improve the performance of the classifier.
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3.8. Machine Learning Algorithms

Choosing the best classifier is the most significant phase of the text classification pipeline.
We cannot efficiently determine the most effective model for a text classification implementation
without a full conceptual comprehension of each algorithm.

The features (outlined in Section 2.1.7.) obtained from the tweets have been used to build a model
to detect cyberbullying severity. In order to select the best classifier, we tested several machine learning
algorithms namely: NB, SVM with RBF kernel, DT, RF, and KNN.

We exclude in this article experiments with results that showed poor performance. The rationale
for focusing on the best results is to enable easier cross-comparison among each layer of features that add
value to the classifier performance. All experiments were performed under a 10-fold cross-validation
scheme to assess the validity and robustness of the models.

3.9. Performance Evaluation

Since our dataset contains imbalanced data for each multiclass and our classification tasks are
sensitive for all classes, we selected Kappa statistics as our main performance evaluator along with
weighted F-Measure and Accuracy.

Kappa statistic was originally introduced in the field of psychology as a measure of agreement
between two judges by J. A. Cohen [83], and later it has been used in the literature as a performance
measure in classification [84,85]. The Kappa statistic is used to measure the agreement between
predicted and observed categorizations of a dataset while correcting for an agreement that occurs
by chance. It is essentially just a normalized version of the percentage of correct classifications
(classification accuracy), where normalization is performed with respect to the performance of a
random classifier. It shows, at a glance, how much a classifier improves on a random one. Kappa is
always equal to or less than 1. Values closer to 1 indicate that a classifier is effective, and values closer
to 0 indicate the classifier is ineffective. There is no standardized way to interpret its values, but [86]
provides a way to characterize kappa value as: value < 0.00 is poor performance, a value between 0.00
and 0.20 is slight performance, a value between 0.21 and 0.40 is fair performance, a value between 0.41
and 0.60 is moderate performance, a value between 0.61 and 0.80 is substantial performance, a value
between 0.81 and 1.00 is an almost perfect performance.

4. Results and Discussion

The classifiers for the model were implemented using WEKA [87] version 3.8 and AffectiveTweet
package [88].

4.1. Results Achieved with Bag of Words (BoW) (Baseline 1)

All tweets were represented with Bag of Words (BoW). In this approach, the text is represented
by a set of words, and each word is treated as an independent feature. As seen in Figure 3, Kappa
statistics for all five classifiers range between 10% and 72%.

It can be seen that the Tree classifiers DT, and RF, performed significantly higher than function
classifier SVM, probabilistic classifier NB, and lazy learning instance-based classifier KNN. Among all
experiment case scenarios, Base Classifier + SMOTE, including SMOTE + Chi-Square, Correlation,
and Information Gain achieved better performance in terms of Kappa, F-Measure, and Accuracy
except SVM. Cost Sensitivity along with feature selection techniques (Chi-Square, Correlation, and
Information Gain) did not seem to add much value to the classifier performance except in the case of
SVM. The best classifier for this approach is DT with SMOTE only.
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4.2. Results Achieved with Word to Vector (Baseline 2)

In Word2Vec approach, all tweets are represented as feature vectors that represent words in that
corpus. In this approach, the text is represented by feature vectors. Word2Vec is a two-layer neural net
that processes text by vectorizing words. Its input is a text corpus, and its output is a set of vectors:
feature vectors that represent words in that corpus. As seen in Figure 4, Kappa statistics for all five
classifiers range between 5% and 71%. RF performed significantly higher than all others. Among all
experiment case scenarios, Base Classifier + SMOTE, including SMOTE + Chi-Square, Correlation,
and Information Gain achieved better performance in terms of Kappa, F-Measure, and Accuracy
as opposed to Cost Sensitivity except SVM. Cost sensitivity along with feature selection techniques
(Chi-Square, Correlation, and Information Gain) did not seem to add much value to the classifier
performance in this approach except SVM. The best classifier for this approach is RF with SMOTE.

4.3. Results Achieved with our Proposed Method (PMI-SO)

In our proposed approach outlined in Section 3, all tweets are represented as vectors with a PMI-SO
score. In this approach, semantic orientation for each word is calculated in a corpus of tweets. In
addition, along with Twitter features (Content, Network, and Activity), we also incorporated PMI-SO,
the user (age and gender), and personality features (agreeableness, conscientiousness, extraversion,
neuroticism, and openness) as input features. As seen in Figure 5, Kappa statistics for all five classifiers
range between 10% and 83%. Similar to the BoW approach: DT, RF, performed significantly higher than
SVM, NB, and KNN. Mirroring BoW and word to vector approaches, the base classifier performance
increases by 20%+ when applying with SMOTE only. In our experiments, the classifier performance
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did not significantly improve by applying PMI and predicted features individually. However, a
classifier’s performance increased by approximately another 20% when we applied PMI + Predicted
features together. We achieved the optimal level of classifier performance when we applied SMOTE +

weight-adjusted Cost Sensitivity. The best classifier in our approach is RF with parameters set as Base
Classifier + SMOTE + Cost Adjusted + Predicted Features + PMI.Informatics 2020, 7, x 12 of 23 
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4.4. Results Summary

Our findings (Figure 5) are in line with previous empirical evidence that has shown the personality
feature to be linked with cyberbullying behavior [16,40,41,89]. Direct comparison is not possible with
cyberbullying studies due to several reasons: the nature of availability of twitter dataset, scope of the
study, and analysis mechanism. To test the significance of our proposed approach, however, we tested
the same dataset against two well-known text representation approaches, namely, BoW and Word2Vec.

BoW approach specifically was selected due to its popularity in cyberbullying detection
studies [16,19,20,47,90–94]. We ran an extensive set of experiments to measure the performance of five
classifiers using two baseline approaches under different settings. Figure 6 provides a comparison of
different approaches used in this study to detect cyberbullying severity. RF achieved the highest Kappa
of 84%, F-Measure 92%, and Accuracy 93% when parameter sets to Base Classifier + SMOTE + Cost
Adjusted + Predicted Features + PMI. The best classifier in BoW approach is DT with SMOTE (Figure 2)
and the RF with SMOTE in Word2Vec approach (Figure 3). SVM showed the poorest performance in
all approaches and experiments. This may not be surprising, as previous research has reported that the
SVM algorithm performs poorly when the extreme class imbalance is known [95].
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The significance of results in terms of probability of detection is shown in Figures 7 and 8. It is
worth noticing that in our proposed approach, the false positive rate is at its lowest when compared to
BoW and Word2Vec approach.
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4.5. In-Depth Analysis of Results

Looking at the best performing model (Base Classifier + SMOTE + Cost Adjusted + Predicted
Features + PMI), we wanted to further investigate which specific features contribute to the cyberbullying
severity detection. More specifically, when cyberbullying behavior is detected then:

(a) What type of personality traits falls under different severity levels (Low, Medium, or High)?
(b) What is their gender?
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(c) What age group do they belong to?
(d) Since when the user has been using Twitter?
(e) What time do they tweet post?
(f) What makes their tweet cyberbullied?

In order to identify these features, we ran multinomial logistic regression to extract the odd ratio of
all features (Content, Network, Activity, Personality, and User) that we applied in our model (Figure 9).
It is tree map plot, where both the size of the rectangles and their color are determined by the odds
ratio of each feature—the greater the odds ratio for each feature, the darker and larger its box.
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4.5.1. Low-Level Cyberbullying Severity

Under this category of severity level, cyberbullying tweets are related to intelligence. In our
study, the likelihood of users to be categorized for low level of cyberbullying severity are users with
neuroticism behavior, age group between 19–22 years, tweet time mostly at midnight, their Twitter
account is relatively new (<1 year). Features with the highest odds ratio (Figure 9) for detecting
low-level severity include: age group between 19–22 years and users since <1 year of account.

4.5.2. Medium Cyberbullying Severity

In this category, cyberbullying tweets are about politics and racism. Unlike low severity category,
medium severity people have the personality trait of agreeableness, age group between 23–29 years, tweet
time mostly in afternoon and midnight, their Twitter account since the date is between one to two years.
In this group, the rate of perpetrator’s tweet being favored by other users is a bit higher compared to
low-level severity users. The highest odd ratio (Figure 9) for detecting medium severity level predictors
are; neuroticism, age group between 23–29 years, and Twitter user between one to two years.
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4.5.3. High Cyberbullying Severity

Sexual and appearance-related tweets are categorized under a high level of cyberbullying severity.
The probability of users to be categorized with a high level of cyberbullying severity are (Figure 9);
neuroticism and extraversion, their Twitter account age is between two to five years. In this group,
perpetrator tweet is favored by other users is higher than low and medium-level cyberbullied severity
users. Predictors with the highest odds ratio (Figure 9) for detecting high cyberbullying severity levels
are; neuroticism and extraversion, and the number of times tweet has been favored. The relation of
neuroticism and extraversion to cyberbullying perpetration was also reported by [41,96].

Although gender is a good feature to know about the user (and is correlated with other features
such as network, activity, and user to detect cyberbullying tweet), our finding suggests otherwise. In
any of the cyberbullying severity categories (Figure 9), gender does not play an important role when
identifying the level of severity in the cyberbullying content.

In current study, predicted features such as predicting gender and user’s age were derived from
vocabulary, which have proven to show some improvement in overall classifiers’ accuracy. We believe
the content of aforementioned used vocabulary be further studied and extended for updated words
and phrases. The algorithmic biasness due to this vocabulary could possibly create systematic and
repeatable errors that could eventually create unfair outcomes, such as privileging one arbitrary
group of users over others [97,98]. Overall, the findings indicate that multiple features can be used
to enhance cyberbullying detection, and choosing specific features is a crucial part in the process of
cyberbullying detection. Most of previous cyberbullying related studies [2,6,16], focused on feature
selection rather than how text is represented at a pre-processing stage. Our study has shed some light
on the text representation at the pre-processing stage before important features are fed into the desired
machine learning model for training. Figure 6 depicts the breakdown of the classifiers’ performance
for the proposed vector-based model, indicating the proposed approach performed best in detecting
cyberbullying severity in online social networks (accuracy of 93%) compared to baseline approaches.

Top twitter features selected by correlation analysis are: tweet favored, user statuses, retweeted,
the tweet time, user since, followers, and user favorites. This suggests that network, user, and activity
features play an important role in detecting cyberbullying severity. The importance of these features in
the detection of cyberbullying behavior was also suggested by [2,6,16].

5. Contribution and Limitations

The first contribution of this research is by undertaking a comprehensive literature review on
cyberbullying severity detection, whereby we highlighted the limitations of the existing techniques
related to cyberbullying detection and its severity level. In the process, a great deal of understanding
has been gained on defining cyberbullying severity. There are very few published results about
defining cyberbullying severity in online social networks, as it is a subjective issue for each person.
Nevertheless, some research attempts have been made to address the cyberbullying severity issue, and
it is still open for further investigation. In our study, findings from different disciplines informed the
identification of different levels of severity and then introduced related factors that were converted
into features to build an effective multi-class classifier.

The second, more substantial, the contribution of the research is the development of an effective
method for detecting the severity of cyberbullying tweets. Previous research has focused on whether
cyberbullying behavior exists or not in a tweet (Binary Classification). We believe that our research
provides a step forward in identifying severity at different levels (low, medium, high) when the content
of the tweet is classified as cyberbullied using multi-class classification. The determination of what
words are associated with what severity level is customizable and lexicon-based, leading to an agile
approach. Moreover, our research has made an innovative contribution, we believe, in the area of
feature engineering by introducing PMI-SO as a new text pre-processing approach and input feature
alongside the aforementioned features for detecting cyberbullying and its severity.
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Despite the success demonstrated, the study is not without its limitations. The dataset extracted
through Twitter was content-specific (sexual, racial, appearance, intelligence, and political related). We
believe, content-specific lexicon could be further improved upon for each type of content. Cyberbullying
severity level that we have defined in this study is based on motivation from the literature, but no
doubt other categorization frameworks could be proposed. Furthermore, the present study only
focused on the Twitter platform; other social network platforms need to be investigated to see whether
the approach to cyberbullying severity detection can be applied.

Finally, the present study provides a limitation to train artificial neural network models due to
highly skewed positive classes (less than 500 instances for each class). It would be interesting to see
experimental results from a large dataset produced from neural network models.

6. Conclusions

The use of the internet and social media has significant benefits for society, but the excessive
usage of the internet and social media has major detrimental effects too. This includes unwanted
sexual exposure, cybercrime, and cyberbullying. Cyberbullying is a conscious and persistent act of
violence that aims to threaten or harm individuals, deliberately and repeatedly using communication
and information technologies. This situation has been worsened by the increased use of the Internet,
especially on Twitter and Facebook. Studies have shown that knock-on effects of cyberbullying can
potentially be harmful including learning disabilities, psychological distress, and depression, escalating
physical confrontations, and suicide.

In our research we have developed a model for detecting cyberbullying severity on Twitter. The
developed model is a feature-based model that uses features from contents of tweets to develop
a machine learning classifier for classifying the tweets as non-cyberbullied, and low, medium, or
high-level severity of cyberbullying.

We ran comprehensive experiments to test the efficiency of five well-known classifiers, namely,
NB, SVM, KNN, DT, and RF. All five classifiers were tested on BoW, Word2Vec, using a proposed
manually engineering technique to see the significance of classifiers’ performance when text data
is imbalanced. Feature selection techniques, namely, chi-square, information gain, and correlation
were used in different combinations of features to determine the effectiveness of each feature and
classifier performance. Predicted features, namely, personality type, gender, and age features were
applied along with features provided by Twitter API. We then introduced the PMI technique to
create a semantic orientation of each word and phrase for the entire dataset to create a new input
feature. By using PMI as an input feature along with predicted and Twitter features, the performance
of the classifiers significantly improved Twitter. SMOTE was applied along with weight adjusting
(cost-sensitivity) approaches to handle the imbalanced class distribution in our manually labeled data
set. Base classifier performance increased by 20%+ when applying with SMOTE only. Further 20%
classifiers’ performance increased when applied PMI + predicted features together. RF achieved the
highest Kappa of 84%, F-Measure 92%, and Accuracy 93% when parameters set to Base Classifier
+ SMOTE + Cost Adjusted + Predicted Features + PMI. Finally, we performed multinomial logistic
regression to identify highly significant predictors for cyberbullying severity.
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