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Abstract: This study aimed to understand the perceptions of young computing science students
about women and older people with regard to their computer literacy and how this may affect
the design of computer-based systems. Based on photos, participants were asked how likely they
thought the person depicted would be to use desktop computers, laptops and smartphones, and
how much expertise they thought they would have with each technology. Furthermore, in order
to see what impact this could have on systems being developed, we asked what design aspects
would be important for the depicted person and whether they thought an adapted technology
would be required. This study is based on an existing questionnaire, which was translated into
German and extended to explore what impact this may have on system design. The results draw
on 200 questionnaires from students in the first year of their Information and Communications
Technology (ICT) studies at an Austrian university of applied sciences. Quantitative methods were
used to determine if the perceptions varied significantly based on the age and gender of the people
depicted. Qualitative analysis was used to evaluate the design aspects mentioned. The results
show that there are biases against both older people and women with respect to their perceived
expertise with computers. This is also reflected in the design aspects thought to be important for the
different cohorts. This is crucial as future systems will be designed by the participants, and these
biases may influence whether future systems meet the needs and wishes of all groups or increase the
digital divide.

Keywords: perceptions of older people; sexism; ageism; design of computer systems; user-adapted
interaction

1. Introduction

Over the past thirty years a number of studies have looked at gender differences
with respect to the use of Information and Communications Technology (ICT) [1,2],
and significant gender effects in access, motivation, and user behavior have been
described [3–5]. More recent sources still find “(e)stablished power structures in most
societies reinforce masculine advantages” [6] (p. 33). There is also bias against older people
in technology design [7–9].

Discrimination and societal stereotypes against specific groups are still affecting a
large number of people today. These may be unconscious and situated in practices that act
to exclude the “others” based on gender, age, disability, cultural background and more [6].
Generally, technological differences between males and females are still profound in terms
of computer literacy, interest, self-competence, self-efficacy, probability to choose computer
science as a career, and having positive attitudes towards programming [3,10]. Persistent
arguments that older people tend to only reluctantly use and adopt new technologies
were found to be partially wrong [11,12] and can deepen the existing situation through
information exclusion. These stereotypes have very complex social roots. It is argued that
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there is more to the male dominance of technology than power [13,14], which requires a
sound understanding of the context within which gender and age constructs appear. In
this regard, technology is understood as a masculine culture [15,16]. For these purposes, it
is vital to reflect on implicit bias related to social prejudice, be they gender stereotypes [17]
or racial and age evaluations [18,19]. By exposing implicit stereotypes, it may be possible
to identify ways to counter them and promote equitable treatment.

The digital divide, the gap that exists between different populations with regard
to access to and usage of technology, is still a reality today and is thought to further
reinforce social inequalities [20,21]. Even in the same country, there may be stratification
based on education, gender and age group, among other factors. In view of the global
knowledge economy where concepts such as lifelong learning, active (digital) citizenship,
social cohesion and participation are of major relevance, ICT skills have become a necessity
rather than luxury, especially in transforming social-economic and political aspects of
people’s lives [22].

Based on the changing dynamics of the knowledge society, the purpose of this study
is to investigate the extent to which gender- and age-related biases still persist among ICT
students in this “woke” age with regard to the use of technological devices and how this
might also affect the design of systems for these demographic groups in the years to come.

1.1. Our Motivation

In the media, there is much discussion about increasing digitization. It has paved
ways for many new technologies and more data complexities but it has also led to an
ever-growing number of users that had previously been excluded from digital participation.
At the same time, it appears that entrenched stereotypes about groups that tend not to
use technological devices on a regular and proficient basis are hard to discard. This is
complicated by the fact that older people may reject “gerontechnologies”, technical devices
specifically aimed at older people, as they feel they are stigmatizing [23,24].

As educators we hear computing students claiming that people over forty have trouble
using computers, even though it is people from this age group that are teaching them about
computing. Similarly, during user analysis surprisingly sexist stereotypes sometimes
emerge. Since ICT students will have an impact on the devices that will be available in
the future, we were interested in how they really view the abilities of women and also
older people and whether these views have an impact on how they would design for these
demographic groups.

This study is inspired by a previous investigation conducted in the United Kingdom,
where students were asked about the perceived abilities of depicted people [25]. The
persons depicted included either an older or younger woman or man. The results showed
that computer science students perceived older people as less likely to use technologies
such as desktop computers and less expert in using them. Furthermore although women
were thought to be likely to use devices, they were perceived to have significantly less
expertise. This research aimed to repeat the study in another country to see how the results
compare (research question 1 below), to do additional quantitative analysis to gain more
insight, and to extend it with questions to investigate how this might affect the design of
these technologies.

The research questions guiding our study were:

1. What are the differences in the perceived likelihood of use and expertise for common
technological devices based on age or gender? How do these compare to the results
of the previous study in another country?

2. How do the perceptions for the different devices compare? Can expertise be predicted
by perceived likelihood of use? Are there differences based on age and gender in
this respect?

3. How might the perceived abilities of a user group affect the design choices: Is adapta-
tion thought to be necessary for certain groups? What design aspects are thought to
be important for the different cohorts?
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1.2. Theoretical Background

Even today, females are still negatively affected by existing gender stereotypes and
prescribed gender identities despite relatively equal access and use of computer technol-
ogy [26]. This may be due to the fact that from its beginning the computer was socially
constructed as a male domain [27,28] and that the use, liking and competence of computer
technology was associated with being male [29]. The bias can be subtle, with men referred
to as “computer programmer”, but this is often prefaced with “female” for women, which
emphasizes that it is not the norm [30]. Arguably, societal expectations on females as well
as gender stereotypes have generally led to different socialization processes where women
are expected to take on idealized gendered identities.

Unsurprisingly, the digital gender divide harms women’s self-image given that they
have to fight societal norms to succeed at information technology [31,32]. Such a gender
bias has greatly contributed to the software design process, to girls’ lack of computer
confidence and to their computer anxiety [33]. Additionally, the lack of encouragement
from educators and parents has negatively impacted girls’ enrollment rate in computer
science [34].

What is more, there is also a bias against older people, termed as “ageism”, i.e., the
assumption that older adults tend to be both incapable of learning how to use new media
and technological devices and disinterested in learning how to use them [35–37]. Popular
media have reported that even organizations focused on older adults have been found to
use images of technology-limited older people [38]. Some researchers have shown that
these stereotypes of older people with respect to technology are not accurate [9,12]. These
biases can have an impact in practice, as communities may not welcome older people,
fearing that they will be a burden, when in reality older people can make contributions,
e.g., through spending and working as volunteers [39]. Certainly, some skills they have
gained may no longer be relevant or valued; for example, being able to use a slide rule is
less valued now that calculators are included on most smartphones. It is vital to adopt
an intersectional approach towards digital ageism. In doing so, different aspects and
demographical dimensions are analyzed not in a single axis of oppression but rather with
regard to multiple axes and with different identities that flow into each other [40,41].

Looking at the history of computers [42], all but the very old could have used com-
puters in their work, depending in part on their education and profession. In practice, in
western countries the majority of old people have used a computer, e.g., for e-mail [43].
Perhaps one problem is that although studies show people experience bias based on age,
many people are not aware of their own prejudices based on age [44]. Another difficulty is
that usage of technologies by older people, including smartphones and the internet, have
increased rapidly in the past ten years, though the level of adoption depends on age and
educational attainment [45,46]. The goal is not to eliminate bias, but to reflect on these
biases and work with diverse end users to understand the impact of the devices being
designed [6].

For older people wanting to use computers, there are additional challenges. Some
of the challenges they report in using computers are cognition, physical ability and per-
ception [47]. At the same time, many older people experience some sort of additional
limitations [48,49] that relate to these challenges. Presbyopia (age-related vision prob-
lems) [50], already starts in the 40s which makes it hard to focus on things that are close.
Furthermore, 17% of people over 60 have have hearing problems [51] (p. 30). Physiological
changes in the brain, including shrinking and reduced blood flow, can affect the ease of
organizing activities, eye-hand coordination and forming new memories [52,53]. Arthritis
can limit physical abilities as it makes joints stiffer. In fact, 20% of people between 55 and
64 in Austria report problems with their arms or hands [54]. However, with age there is
increasing variability of physical, sensory and mental function between people [48,55], so
that some older people may have few or no limitations.

When thinking of older people, the focus is frequently placed on their limitations [56,57]
even though older people are capable of using systems effectively [7]. Consequently, designing
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predominantly for limitations may result in technologies that are stigmatizing [7,58], and
might even prevent adoption [23,59].

Regardless of what group a system is intended for, design is essential, both for its
usability and the user-experience [60,61]. When designing for people of different interests
and abilities, there is a tension between a universal design, i.e., one suited for all user groups,
and adapting for specific needs. When making adjustments for one specific group, the
developers’ hidden stereotypes may have a negative impact on the design [62]. However,
in practice, “it isn’t that hard to address accessibility considerations”, if these are considered
up-front [63] (p. 24).

Computer-based systems are becoming increasingly important. Given that today’s
computing students will be involved in designing the next generation of systems, their
views will also impact the systems people will have in the future. For these reasons, the
authors of this study set out to see what preconceptions the students had about certain
groups of people, and how they thought the design should be adapted for them.

It was expected that in the Austrian context the results for the questions taken from
Petrie would have similar results [25], since both countries can be considered industrialised
western European nations [64]. We sought to analyze the results in more detail, for example,
to investigate the differences between the devices, and to analyze the implicit target group.
We expected that the bias towards women would, if anything, be greater based both on our
experience and the differences between the countries described elsewhere, e.g., Hofstede’s
dimension concerning how masculine a culture is [65] or the GLOBE study that determines
the level of assertiveness and performance orientation [66]. Lastly, we hoped to investigate
the impact of any biases, i.e., how these opinions may affect the designs produced.

2. Materials and Methods

In this study, a combination of quantitative and qualitative methods was used.
Each questionnaire shows one picture of a person reading a book, followed by eleven

questions: eight of which were closed and three were open-ended (see Appendix A). The
questions were to be answered based on the image-the questions were the same for all
pictures. The first nine questions relating to stereotypes and all of the pictures are the same
as in the previous questionnaire [25]. Both of the new questions were related to design.
The questions from the original questionnaire were translated into German by a coauthor
with professional translation experience. The result was then compared to the original by
another person, and piloted to check if the results roughly match expectations.
The questions covered:

• Age in general (3 questions);
• Likelihood of use, i.e., whether they were of the opinion that this person uses a desktop,

laptop and smartphone regularly (rated from 1 = definitely not to 7 = definitely for
each device);

• Expertise, i.e., how versed they thought the person was with these devices (rated from
1 = not at all to 7 = very for each device);

• Which design aspects would be particularly important for this person with regard to
use (open question), and;

• Whether adapted technology should be developed for this person.

In addition, demographic data concerning age, gender, degree programme and year in
studies was collected.

Eight different pictures were used: two of younger men, two of older men, two of
younger women and two of older women (see Figure 1), all of the same racial profile.
The pictures were kept the same as the original study to support the comparability of the
results. The people and clothing depicted are not obviously from a different country. The
questionnaire was formatted so that the picture was at the top and all questions were on
the same side of the paper. This ensured that the picture could be seen while answering
all questions.
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Figure 1. People depicted on the questionnaires (copyright free images taken from [25] with permis-
sion of the author), including older people (top four), younger people (bottom four), men (on left)
and women (on right). Only one picture was included on each questionnaire.

Since most of the questions were taken from the previous study, a full validation of
the questionnaire was not deemed necessary. To test the translations and new questions the
questionnaire was piloted with a convenience sample of 200 students at the same university
at which the study was conducted. The results from the new questions indicated that only
the question related to design aspects required a minor modification to be understood
correctly.

For the study, the hard-copy questionnaires were distributed to students in first
semester courses of selected bachelor degree studies in ICT at the University of Applied
Sciences Upper Austria. The university offers a variety of computing degrees. The sample
was chosen to be representative of computing students in the country. The questionnaires
were distributed shortly before COVID-19 restrictions started.

A total of 216 questionnaires were returned. Of these, 16 were discarded as they were
incomplete or invalid. The remaining 200 questionnaires formed the basis of our analy-
ses. The invalid questionnaires were distributed randomly in the sample and, therefore,
representativity was not affected by removing them. See the description of the sample in
Section 3.1 for more details.

The statistical analysis allowed for a detailed assessment of patterns of responses
regarding the perception of the participants concerning the likelihood of use, the extent of
expertise of potential ICT users and need for adaptation. Using qualitative analysis for the
design aspects, themes emerged that allowed the investigators to assess what these students,
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i.e., our participants, think about the design of technology with respect to age and gender.
In this regard, different layers of information were combined and contextualized [67].

A more detailed description of the methods used for the quantitative and qualitative
analysis is given below.

2.1. Quantitative Analysis for Likelihood of Use and Expertise

The goal was to analyse the perceptions of first-year ICT students concerning different
categories of potential ICT users and different devices used. Moreover, an in-depth analysis
was performed to determine which types of people were thought to be able to use these
devices without the need for developing an adapted technology.

Initially several statistical methods were used to analyse the data. In this context the
usual significance level of 0.05 was applied. First the method of a multivariate analysis of
variance (ANOVA) was used for two response variables in terms of the entries at the seven
point scale:

• Likelihood of use
perceived likelihood of regular use of the device in question by the person in ques-
tion and;

• Expertise
inferred expertise in the use of the device in question of the person in question.

Each of the two analyses investigates the effects of the possible explanatory variables:

• Device
devices for use: desktop computer (short PC), laptop (LT), smartphone (SP);

• Age
age of potential users: younger, older;

• Gender
gender of potential users: men, women;

• Adapt
inferred need of potential users for adaption of technology : yes, no, don’t know;

• Partgender
gender of the participant: male, female, not specified;

• Partstudies
anonymized study program of the participant: A, B, C, D, E.

The model uses the possible explanatory variables alone to see, for example, whether the
mean ratings for each of the three devices are statistically equal or not. However, it also uses
combinations of two or three variables such as, e.g., device*gender or device*age*gender.
Through this, one can see whether the mean ratings within the 3*2*2 categories (older men
with laptop, younger women with smartphone,...) are statistically equal or not. Compar-
ing the mean ratings within the different categories the ANOVA also gives qualitative
information concerning students’ perceptions.

Note that when considering only the effects of device, age and gender, this analysis repeats
the one performed in the previous study [25]. The additional tests which are described below
give more detailed information concerning differences between devices and the relationship of
likelihood of use and expertise, and also correlations between the different factors.

Since, as expected, the device was found to be a significant explanatory variable, which
also appeared in combinations significantly, the ANOVA was redone for each of the devices
separately. This allowed the inferred likelihood of use, as well as, the inferred expertise with
the considered device, to be analysed in more detail.

Since the statistical findings for inferred likelihood of use and inferred expertise were similar,
a multivariate regression model for each of the devices was introduced to determine whether
inferred likelihood of use could explain expertise as a response variable. Possible additional
explanatory variables included age, gender and inferred need for adaption of technology adapt.

In addition, several correlations were calculated.
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Finally, further analysis was performed to characterize the group which, according
to the opinion of the participants, does not need adaption of technology. This group is
referred to as the implicit target group.

2.2. Qualitative Analysis for Design Aspects

Due to the nature of the questions, qualitative analysis was considered appropriate
only for the new question asking for specific design aspects. For this purpose, three slots
were provided. These were transcribed to a spreadsheet with the other data.

The analysis of the design aspects was informed by thematic analysis [68], a flexible
method which supports reporting detailed results using themes, codes or patterns. The
analysis starts by familiarizing oneself with the data and then developing initial codes to
unify the answers and make these easier to compare. After this, more overarching themes
are developed, reviewed and finally consolidated. Thematic analysis goes beyond a pure
description of the themes as if they were passively emerging but rather encourages active
discovery and continuous organization. Due to the nature of the data from the question-
naires, a deep thematic analysis was not possible. Hence, the analysis was performed at
the semantic level, meaning an attempt was made to try not to interpret beyond what was
written [68] (p. 14). An inductive approach was chosen, meaning that the codes were close
to the data, and not based on literature related to the topic of study. Please see Appendix C
for a more detailed description.

3. Results

This section is organized as follows. We start off with a description of the sample. We
then present detailed results from the ANOVAs, the linear regression model, the correlation
analysis and the analysis of the implicit target group. After that, we summarize the key
findings concerning age, gender and combinations derived from these results (starting in
Section 3.7). Finally, the qualitative results with respect to the design aspects are presented
(in Section 3.10). The statistical results are described in more detail in Appendix B.

3.1. Sample

The questionnaires were returned by 216 students. Due to the focus of the study,
those completed by students in higher semesters were discarded, as were those that were
incomplete. Moreover, only questionnaires where the photos intended to depict older
people were judged by participants to be old were included in the analysis.

The final sample contained 200 questionnaires, all completed by first-year students,
referred to as participants in the rest of the paper. Of these, 62 (31%) were female and 121
(60.5%) were male and 17 persons (8.5%) answered with “not specified”. They ranged from
18 to 34 years of age with an average of 21.3.

In this final sample, 101 questionnaires depict women and 99 men. More precisely, we
have 55 with images of younger women, 46 with older women, 45 with younger men and
54 with older men.

3.2. Variance Analyses for Perceived Likelihood of Use and for Expertise

In the following, we present the results of the multi-variate ANOVAs used to investi-
gate the perceived differences based on age and gender.

The responses to the question concerning likelihood of use of the different devices with
an overall mean rating of 4.08 vary significantly according to the following explanatory
variables, listed with the smallest p-value to the largest (see Table A1):

• Age, with older less likely (p-value 1 × 10−106);
• Device, with PC least likely (p-value 4 × 10−20);
• Age*device, with older people with LT least likely (p-value 2 × 10−7);
• Partstudies (p-value 0.01);
• Device*gender, with women with PC least likely (p-value 0.04), and;
• Gender, with men less likely (p-value 0.05).
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For the response variable likelihood of use, the possible explanatory variables adapt and
partgender and all other two-way and three-way combinations do not show statistical
significant differences between the mean ratings.

At first glance, most differences concerning likelihood of use are explained by age,
followed by device and age combined with device. Gender, though a significant explanatory
variable, has only minor effect. We also observe the explanatory variable partstudies.

The responses to the question expertise with an overall mean of 3.74 vary significantly
according to the explanatory variables, again ordered by p-values (see Table A2):

• Age, with less expertise for older (p-value 1 × 10−117);
• Device, with least expertise for PC (p-value 4 × 10−8);
• Gender,with less expertise for women (p-value 8 × 10−5);
• Partstudies (p-value 0.002);
• Age*device, with least expertise for older people with LT (p-value 0.01), and;
• Adapt with least expertise for yes (p-value 0.04).

For the response variable expertise, the possible explanatory variable partgender and all other
two-way and three-way combinations do not show statistical significant differences be-
tween the mean ratings. The combination device*gender (p-value 0.07) is just not significant
for expertise.

The results concerning expertise are quite similar to the results concerning likelihood of
use with one remarkable difference. Here, gender shows up at the third position, i.e., the
explaining power of gender is markedly greater for expertise than for likelihood of use. For
expertise there is also some explaining potential in adapt.

Figure 2 shows the plane of responses to the variables likelihood of use and expertise
with the most important groups located at the points with coordinates corresponding to
mean ratings of the group. One can observe that the differences concerning age are much
greater than the differences concerning gender. Note that, compared to age, the devices are
also quite close. It can also be seen that the inferred expertise is lower for women than for
men, with the exception of the smartphone where women are ahead.

3.3. Variance Analyses for the Different Devices

Then, the ANOVA was applied for each device separately. In the following we present the
results. Since the mean ratings do not change when the devices are separated, the corresponding
bubbles of Figure 2 also apply to these analyses. Here the p-values are of most interest.

Figure 2. Overview of mean ratings from the ANOVA: for the groups (left); and individual ratings
device_age and device_gender (right).

3.3.1. Analyses for the Desktop Computer

The responses to the question for likelihood of use with a desktop computer with an
overall mean of 3.53 vary significantly only according to the explanatory variables, here in
order of p-values (see Table A3):

• Age, with older less likely (p-value 7 × 10−19), and;
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• Gender, with women less likely (p-value 0.01).

For the response variable likelihood of use of a desktop computer, the other possible explana-
tory variables and combinations do not show statistically significant differences between
the mean ratings. This is different from the combined analysis, where partstudies showed
significant and gender was less important.

The responses to the question expertise with the desktop computer with an overall
mean of 3.51 vary significantly only according to the explanatory variables, here in order of
p-values (see Table A4):

• age, with less expertise for older (p-value 8 × 10−31), and
• gender, with less expertise for women (p-value 0.002).

For the response variable expertise with a desktop computer, the other possible explanatory
variables and combinations do not show statistically significant differences between the
mean ratings. The variable partstudies (p-value 0.051) is just not significant. Here, the
significant explanatory variables are also reduced compared to the combined analysis.
Adapt and partstudies do not show significant differences.

3.3.2. Analyses for the Laptop

The responses to the question likelihood of use with a laptop with an overall mean of
3.91 vary significantly only according to one explanatory variable (see Table A5):

• Age, with older less likely (p-value 3 × 10−50) .

For the response variable likelihood of use of a laptop, the other possible explanatory variables
and combinations do not show statistical significant differences between the mean ratings.
The variable adapt (p-value 0.10) is just not significant. If we consider only the variables
age and gender we find the statistically significant variable age (p-value 3 × 10−50) and the
combination age*gender (p-value 0.05) and mean ratings from 1.91 for older women to
5.78 for younger women. Compared to the desktop computer, for the likelihood of use of a
laptop, gender is a less important explanatory variable.

The responses to the question expertise with the laptop with an overall mean of 3.58
vary significantly according to the explanatory variables, here in order of p-values (see
Table A6):

• Age, with less expertise for older (p-value 5 × 10−45);
• Gender, with less expertise for women (p-value 0.002), and;
• Adapt, with least expertise for yes (p-value 0.04).

For the response variable expertise with a laptop, the other possible explanatory variables
and combinations do not show statistical significant differences between the mean ratings.
Concerning the combination age*gender we find a similar pattern as for the response variable
likelihood of use of a laptop, but it is just not significant (p-value 0.10) for the response variable
expertise with a laptop (mean ratings from 1.61 for older women to 5.24 for younger men).
This is the only analysis where adapt is significant.

3.3.3. Analyses for the Smartphone

The responses to the question likelihood of use with the smartphone with an overall mean
of 4.81 vary significantly only according to the one explanatory variable (see Table A7):

• Age, with older less likely (p-value 4 × 10−44) .

The responses to the question expertise with the smartphone with an overall mean of
4.15 show a similar pattern. They vary significantly only according to the one explanatory
variable (see Table A8):

• Age, with less expertise for older (p-value 1 × 10−44).

Concerning a smartphone the likelihood of use and expertise are only a matter of age.
From the analyses in this section one can see that the devices are evaluated differently,

from the desktop computer, where both age and gender play a role, to the smartphone,
where only age is important, and the laptop somewhere in between.
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3.4. Linear Regression Model for the Different Devices

In this section we present the linear regression model to see if the variable expertise
can be explained by likelihood of use and perhaps age, gender and adapt. To this end, we code
adapt no by −1, don’t know by 0 and yes by 1. Concerning age, we code younger by 0 and
older by 1. With gender, we code men by 0 and women by 1. The linear model

expertise = const. + α1 × likelihood of use + α2 × age + α3 × gender + α4 × adapt + error

is considered for each of the devices separately.
We see that for all devices, likelihood of use and age, are significant, and for the laptop

gender is (see Figure 3). A table with all coefficients α1, α2, α3 and α4 is provided in the
appendix (see Table A9).

Figure 3. Regression Model: What explains expertise?

For the desktop computer, expertise only depends on:

• Likelihood of use (p-value 4 × 10−20) and;
• Age (p-value 3 × 10−8).

The coefficient α1 of likelihood of use is positive and the coefficient α2 of age is negative. This
means that older people with the same likelihood of use are inferred to have less expertise
(α2 = −1.21). The variables gender and adapt are just not significant (p-values 0.09 and 0.06)
with negative coefficients α3 and α4. The adjusted R2 equals 0.68. Removing gender from
the analysis makes adapt significant but not vice versa.

For the laptop, expertise depends on:

• Likelihood of use (p-value 6 × 10−26);
• Age (p-value 0.001) and;
• gender (p-value 0.0004).

The coefficient α1 of likelihood of use is positive, and the coefficients α2 of age and α3 of gender
are negative. This means that older people with the same likelihood of use and gender
are inferred to have less expertise (α2 = −0.76) and also women are inferred to have less
expertise (α3 = −0.45) compared to men with the same likelihood of use and age. The
variable adapt is just not significant (p-value 0.1) with negative coefficient α4. The adjusted
R2 equals 0.80. For the laptop the age-bias α2 is smaller than for the desktop computer.

For the smartphone, expertise only depends on:

• Likelihood of use (p-value 3 × 10−22) and;
• Age (p-value 7 × 10−8).

The coefficient α1 of likelihood of use is positive and the coefficient α2 of age is negative. This
means that older people with the same likelihood of use are inferred to have less expertise
(α2 = −1.30). The variables gender and adapt are not at all significant (p-values 0.45 and
0.48 ) with small coefficients α3 and α4. The adjusted R2 equals 0.78. For the smartphone
we observe an age-bias that is between that of the laptop and desktop computer.

3.5. Correlation Analysis for the Need to Adapt

In this section we analyse whether the explanatory variable adapt correlates with age or
gender. Correlation would explain why the variables are to a certain extent exchangeable. In
this analysis, the numerical coding of the variables is the same as for the regression model.



Informatics 2022, 9, 52 11 of 26

As a result we see that adapt is positively correlated to age with a correlation 0.61
(p-value 1 × 10−21, Spearman Rank test), respectively, a correlation 0.57 (p-value 1 × 10−17,
Kendall Tau test).

Since both tests give correlations near 0 (−0.0040, respectively, −0.0037) for adapt and
gender we conclude that adapt and gender are not correlated.

3.6. Implicit Target Group Analysis

In this section, we characterize the group of people which, according to the opinion of
the participants, does not need adaption of technology. The table (see Table 1) gives the
characteristics of this group of 80 questionnaires.

Table 1. Implicit Target Group.

Men Women Σ

young 45.4 38.6 84.0
old 5.3 10.7 16.0

Σ 50.7 49.3 100

According to the results in the table, the implicit target group is primarily young (80%)
and gender balanced. We observe that it includes more older men than older women (not
significant in Fisher’s exact test resp. chi-squared test). A different opinion between male
and female participants could not be determined. However, male participants were more
likely to think adaptation was not necessary (43% no vs. 28% yes) than female participants
(36% no vs. 37% yes). The “don’t know” answers are almost the same percentage (29% for
male participants vs. 27% for female participants). The percentages refer to a sample with
equal frequencies for younger women, older women, younger men and older men.

3.7. Opinions on How Age Affects Likelihood of Use and Expertise

In the following, we summarize the key findings with respect to age.
The average of the age at which participants felt that people would be considered old

is 57.3 years (Range: 30 to 77, SD: 9.7).
The rest of the results is based on the analyses presented above. The ANOVA analyses

in Section 3.2 showed that age significantly influences perceived likelihood of use and expertise.
This replicates the results of the previous study [25].

When analyzing the individual devices separately (see Section 3.3) and comparing
the mean ratings (see Figure 2), we observe that, for younger people, both the perceived
likelihood of use and expertise are highest with the smartphone, followed by laptop and
desktop computer, whereas with older people the order of the final two, i.e., desktop and
laptop, is reversed. Thus, in the opinion of the participants, older people are more likely to
use a desktop than a laptop. Moreover, in each analysis, the mean ratings for older people
are less than for younger people. Thus, older people were judged to be less likely to use
each type of device regularly and also to have less expertise. Although always significant,
the effect is strongest (in terms of p-values) with respect to the laptop, followed by the
smartphone and lastly the desktop. Thus, through the additional analyses performed in
this study we can see that participants thought the difference between old and young is
greatest with the laptop and smallest with the desktop.

Since the correlation analysis in Section 3.5 yielded a positive correlation between
age and adapt, we conclude that in the opinion of the participants the need to adapt the
technology is more important for older people.

3.8. Opinions on How Gender Affects Likelihood of Use and Expertise

Unlike the previous paper [25], in this study gender did significantly influence per-
ceived likelihood of use and expertise, though to a lesser degree than device and age (see also
Section 3.2). It is interesting to see that, concerning likelihood of use, the mean rating for
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men is lower than for women, whereas for expertise the mean rating for men is higher (see
Figure 2).

On closer analysis (see Section 3.3), gender did not significantly influence perceived
likelihood of use of the smartphone or laptop: the hypothesis that men and women were
thought to be equally likely to use these devices regularly could not be rejected even though
the mean ratings for women are somewhat higher than for men. However, women were
thought to be significantly less likely to use a desktop regularly.

In contrast, women were judged to be less expert in the use of both laptops and desktop
computers compared to men. With the smartphone, the inferred expertise is not significantly
different between genders.

As expected, participants do not see the need to adapt the technology dependent on
the gender of the person depicted (see correlation analysis in Section 3.5).

3.9. Combined Analyses

Through comparing devices and looking at the mean ratings, we see that the likelihood
of using a desktop computer is generally thought to be lower in comparison to either
the laptop or smartphone, see Section 3.2. Regarding expertise, with the desktop and
smartphone it can be inferred by likelihood of use and age, for the laptop, however, gender is
also a factor (see Section 3.4) with the interpretation that, for the laptop, women are thought
to have less expertise compared to men with the same likelihood of use and age.

When looking at the effect of age and gender combined, the result for both likelihood of
use and expertise is not significant, see Section 3.2. However, for likelihood of use of a laptop,
see Section 3.3, the combination is significant with the highest mean rating for younger
women and lowest for older women. The implicit target group (see Section 3.6) is primarily
young (80%) and gender balanced.

3.10. Design Aspects

As can be seen from the word clouds in Figure 4, the design aspects mentioned by
participants for the four user categories considered are different, but have certain overlaps.

Looking at the frequencies/extensiveness of the codes, easy to use and simple are among
the most commonly mentioned for all user categories.

Based on the design aspects mentioned and their extensiveness, some differences
between design aspects for younger and older people can be seen. Perhaps not surprisingly,
normal appears more with images of younger people, and aspects such as large fonts are
more common for older. For younger people, easy to transport is also mentioned more
often, whereas for older, reduced functionality is more common. Aesthetic design is mainly
for images of younger people, as is brand name. Design for dumbest is mentioned for both
younger and older.

There are also differences between the design aspects mentioned for men (of all ages)
and women. All but one mention of colors is for women, where all but one mention of
efficient is for men. Although aesthetic design is mentioned often for women, stylish and
elegant are only mentioned for men. Small size is also more common for men.

Looking at the themes for the user categories used makes it clearer when similar issues
are mentioned.
With regard to older men, three themes were identified:

• Making things able to be seen and used, related to codes such as large fonts, large
symbols, large buttons and contrast.

• Making a device error tolerant, e.g., the codes robust, errors prevented, child mode,
unequivocal language.

• Being familiar with older and less complex technology, e.g., design like 60–70s, easy to
obtain overview and explanations rather than tutorials.
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Figure 4. Design aspects mentioned: for older men (top left); older women (top right); younger men
(lower left); and younger women (lower right).

For older women, four themes were identified:

• Making things able to be seen and used (as for older men).
• Making the device simple and easy to use.
• Having the right functions, practical and important ones, also because it was mentioned

that they already have everything.
• Support for using the technology, with participants mentioning tutorials, even trained

elder care to support.

For younger men, three themes were identified:

• Having lots of functionality, as illustrated by codes such as functionality, flexible device,
cool extras, multi-function device.

• Incorporating the latest technology, e.g., high resolution, modern, blue light.
• Being fast and efficient.

For younger women, three themes were identified:

• Aesthetic design, including aspects such as attractive, classy and colors.
• Having little functionality, e.g., minimalistic and concise and not functionality.
• External qualities, based on aspects such as sleek design, high status, quiet and hard-

ware design.

4. Discussion

In this research, we aimed to explore how both the age and gender of people impact
the perceived use of computers and expertise with these, and also how these opinions
effect the aspects considered important in the design of technologies for them. Although
the present research was inspired by the work of Petrie (2018), it sought to extend that
study not only by repeating the investigation in a different country, but also by doing
more detailed analysis and by adding questions relating to the design aspects thought
to be important for the cohort depicted. The additional analyses included the ANOVAs
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for different devices separately, and regression analysis. This allowed a more detailed
investigation if any double effect of being older and female exists. The two questions that
were added about design investigate the potential impact of any biases, i.e., how systems
might be designed differently due to them. Note that these questions were also used in the
correlation analysis and in the implicit target group analysis.

The results indicate biases both with respect to older people and women. The design
aspects mentioned illustrate these, e.g., the colors suggested for young women and the
larger fonts for older people.

Given that the participants were first year students, these results generally represent
the natural bias of people interested in computer science. Since participants did not know
anything about the people depicted, the answers reflect their implicit biases. The study
included more male than female participants, which is an accordance with a rather low rate
of females in STEM (Science, Technology, Engineering, Mathematics) fields.

In the following, we discuss the aspects related to age and gender, the impact these
factors could have on the designs these students produce, and finally, what could be done
to counteract these.

4.1. Age

It is surprising that these students start to see people old on average at the age of
57.3 (+−9.7), where the current age of retirement for men is 65. With the average age
of participants just 21.3, this is on average older than their parents, but younger than
their grandparents.

As expected and as found in the previous study [25], results show that based on an
image alone, older people are thought to be less likely to use or have experience with all
types of devices. Through the new questions, we see how this affects the designs proposed
(see Figure 5).

The design aspects mentioned and themes developed through qualitative analysis
reflect a similar trend as the quantitative data. For older people, these are primarily related
to needing more support (e.g., tutorials and explanations), error tolerant systems and
aspects related to accessibility (e.g., large text). For younger people, aspects such as aesthetic
design and efficient to use are more likely to be mentioned. This also fits with the result that
the perceived need to adapt the technology correlated with age, and gives richer detail
about what is meant. Usability is deemed important for users of all age groups.

The implicit target group further highlights the differences. Still, the participants were
not all sure if adaptation was needed. There is a large number of “don’t know” answers to
the question regarding adaptation. The number of “don’t know” results is always between
“yes” and “no” for the same group, and much higher for older than younger. As such, it
does not affect the implicit target group. We think these represent those on the fence, i.e.,
maybe yes and maybe no, rather than people not understanding the question.

As described earlier, older people are more likely to have some sort of physical
limitations. In fact, the aspects large font and clear organization suggested by participants
for older people are also more generally recommended for making pages accessible for
older people [69]. On the one hand, it is encouraging that the participants are aware of
the limitations older people may have. On the other, it is disconcerting that these aspects
are thought of first and almost to the exclusion of other aspects. It could have unintended
negative consequences if this narrow focus is reflected in future systems.

At the same time, the focus on ease of use for younger people may not be ideal.
In practice, learnability, which is related to usability, was found to be less important for
younger people [70].
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Figure 5. Overview of the opinions of computing students with regard to older people.

4.2. Gender

The bias between the genders is smaller. There is, however, still a significant difference
between genders for both perceived likelihood of use and expertise. In the previous
study [25], only the perceived expertise was significantly different. This indicates that, as
expected, the bias towards women in Austria may indeed be greater than in the UK, where
the previous study was conducted.

The more detailed analysis performed in this study allows us to see that in terms of
likelihood of use, it is only the desktop computer that women are thought to be less likely
to use. Women were judged by participants to have less expertise for both the laptop and
desktop computer. For the smartphone, the perceived expertise did not differ between
genders.

Combining these results, we can see that the desktop computer seems to be perceived
as a device that is old fashioned and more associated with expertise. There is the least
difference between older and younger people with this device, and the perceived expertise
correlates only on the likelihood of use and age. Women, who generally are thought to
have less expertise, are thought to be significantly less expert with this device. In fact, the
operating system and software for desktops and laptops are often the same, e.g., Windows
10, MacOS.

The laptop is the only device for which the perceived likelihood of use is correlated
with gender. Furthermore, for the laptop, even though women are thought to have a similar
likelihood of using it, they were thought to have lower expertise with this device compared
to men. This matches studies that found that men in computing are ordinary, where women
in computing are considered exceptional [71,72].

The qualitative results mirror the quantitative results (see also Figure 6), and give
richer details with regard to what is meant. Aspects mentioned for men related to working
with (proper) computers, such as the efficiency, are more common, and for women more
superficial aspects such as color are mentioned.

Petrie (2018) reported there was not an additional effect in being both older and female.
Through the more detailed analysis performed here, it is possible to see that in this study
the effect of being a woman is exacerbated by being older, as with the laptop, older women
are thought to be even less likely to have expertise.

The perceptions of female students with regard to gender did not differ significantly
to those of males. However, computer science students may differ in their perceptions from
other students the same age. Many computer science students in Austria graduate from
technical schools with a low proportion of female students. The low number of women in
STEM could contribute to a bias based on sex. In addition, the faculty of technical schools is
largely composed of males that tend to reproduce and reinforce gender biases. Hence, they
may have already been socialized in traditional male roles where technology is produced,
used and generated by men rather than women. Reasons for this disparity are manifold
and may be due to a range of factors including traditional societal expectations, lacking
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encouragement from family and school environments, insufficient confidence and doubts
on the part of young females.

There was a difference between the perceptions of participants from different degree
programmes with regard to gender, but with closer analysis there was no clear trend,
e.g., that it was more pronounced in more technical computing programs. Thus, this was
thought to be incidental.

Figure 6. Overview of the opinions of computing students with regard to women.

4.3. Impact on Design of Systems

The differences in perception of different groups of people by computer students were
thought to be of particular interest, as they will be the ones designing future computer tech-
nologies.

There is some indication that the perceptions that lead students to evaluate things in
this way could also effect their design choices in the future. Widespread models of human
information processing indicate that long-term memory, i.e., the experience and knowledge
we gain, is used both in how we perceive things, but also in the responses we select [73,74].
Thus, the participants used their existing knowledge to interpret the images. That same
knowledge will be used again, when they make decisions, including design decisions.

If people are thought less likely to use computers, computers may be designed to better
suit those who are thought to use them. Furthermore, the attributes used for computers
aimed at older people may not suit their real wishes. Moreover, although older people may
be less likely to use these computer-based devices than younger ones [43,75], this does not
necessarily apply to every individual.

In fact, devices obviously meant (only) for older people or those with disabilities may
be perceived as stigmatizing. Many older people are concerned about using devices that
are stigmatizing [76], and so may not want devices with large buttons and fonts and not all
older people need additional tutorials. This can also have a societal impact, as designs that
are stigmatizing have the potential to reproduce biases towards older people [7,77].

Studies show that older people actually put large emphasis on the aesthetics of de-
vices [78,79] and are more willing to adopt devices their grandchildren like [80]. Thus, the
biases of the participating ICT students could later lead to devices being developed that
older people do not want, and hence, may not be used by them, even if they could support
them in their everyday lives. It is also important to go beyond guidelines such as font sizes,
to understand the use-cases of the different user groups [63].

In addition to the aesthetics, other aspects were identified to be crucial for older
people. The effort to learn a device is an important factor for older people [81]. Effort to
learn a system is associated with usability, which was often mentioned by the participants.
However, usefulness is also considered to be a key factor for the acceptance of technologies
by older people [82], and functionality was not often mentioned by the participants on
questionnaires depicting older people. Producing systems that are not useful for older
people may perpetuate any differences in the actual usage that exist.
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With regard to young women, their usage seems to be associated with less expertise,
with aspects such as colors and design more important than performance or functionality.
If young girls are given pink devices with little functionality, and young boys high perfor-
mance devices, this can not only impact their respective computer skills later, but also their
perceived level of computer literacy.

4.4. What Can Be Done

Since these participants are still early in their computing careers, there is still potential
to effect their views.

Studies indicate that the use of language is important with respect to gender issues.
Certainly, with artificial intelligence systems, “if that data is laden with stereotypical
concepts of gender, the resulting application of the technology will perpetuate this bias”
and “could quietly undo decades of advances in gender equality” [83] (p. 14). Even studies
looking at human-generated content in Wikipedia, found clear male biases in both English
and German [84] (p. 33).

With respect to older people, “(T)he narrow focus on accessibility concerns harms
older adults by excluding them from wider benefits of technologies” [85] (p. 67). It is
important that systems are also useful and acceptable for them.

One step to do away with implicit bias is to uncover hidden prejudice so people
can reflect on it [6]. By realizing one’s own often unconscious prejudices, such as those
regarding gender and age described here, it is hoped that deeply entrenched societal
patterns may gradually be influenced, changed and unlearned. Thus, educators need to
make students aware of their biases and encourage them to reflect on these in their work.
More importantly still, they need to question their own hidden prejudices and mitigate
against them.

There are methods that have been shown to be successful in combating gender bias
in software systems in particular. Working with the a diverse group of users can help
to understand the individual and societal impact for different groups [6]. There are also
specific methods, such as the GenderMag [86]. Using the method, it was found that the bias
could be removed from the product. Moreover, it was identified that men also benefited—
they too had a higher success rate with the resulting software and in practice, many
accessibility features can make products better for all users [63].

Hence, educators, such as the authors themselves, have the opportunity to act against
this by using gender-neutral formulations, raising awareness about women and older
people with regard to their computer literacy, helping students discover their stereotypes
and by teaching students methods to counteract implicit biases.

In a similar way, companies producing software can introduce methods that combat
bias, but also check for bias in the resulting systems. Some also feel that it is key that
more women be involved in software development to help resolve gender bias in technical
systems [83].

4.4.1. Limitations

Due to the format of the study, only beliefs of students were collected. These may not
correspond to their actions later in design teams. Since the participants are only in their
first year, their biases may change or be mitigated against in the course of their studies and
work experience.

Furthermore, due to the questionnaire the data about design aspects is not very rich,
and limited the depth of analysis possible. This is particularly relevant for the design
aspects for older people. Given more space and time, participants may have come up with
additional aspects and not concentrated so heavily on accessibility for this cohort.

4.4.2. Future Work

We see a few interesting points to follow up. Firstly, it would be important to compare
the results of first year students with final year students to see if these results also hold for
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those entering the workforce, i.e., those developing the systems of tomorrow. Secondly,
it would be interesting to replicate the study in further countries, and do an analysis of
societal differences. It might also be interesting to see if there are any changes after COVID-
19. Finally, further studies could be conducted to gain richer data about the design aspects
perceived to be essential for different categories of users and to see what impact these have
on actual designs produced.

5. Conclusions

This study investigated how people studying ICT perceive the experience and ex-
pertise of people of different ages and genders with respect to different technical devices.
Furthermore, students were asked what design aspects were particularly important for
these persons.

The results show that there are significant differences in the perceived usage and
abilities. Older people are thought less likely to use desktops, laptops and smartphones
regularly and to have expertise with them. Women, both young and old, are thought to
have some experience with devices, but less expertise with devices such as desktop com-
puters that may be associated with more computer literacy. Moreover, when considering
women, aspects related to appearance, e.g., color, are considered important, where for men,
performance is mentioned more frequently. For older people, a focus is put on aspects
related to accessibility, e.g., large font; for younger, aspects such as aesthetic design and
being easy to transport are thought to be more important.

Left unchallenged, these perceptions could have an important impact, as these students
are the designers of the future computer systems. If systems aimed at specific groups are
designed this way, it could decide whether these populations find the technologies attractive
and also impact their respective computer skills. Thus, long term, if students focus on the
design aspects named, it could potentially deepen the digital divide between women and
men, as well as older and younger persons.

The findings have implications for both educators and practitioners. Educators need to
encourage students to question their biases with respect to age and gender. As practitioners,
we need to be aware of our own biases and try to overcome these to develop designs that
are attractive and acceptable to all people.
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Abbreviations

The following abbreviations are used in this manuscript:

ANOVA Multivariate analysis of variance (statistical method)
ICT Information and communications technology
LT Laptop computer
partgender Variable for gender of participant
partstudies Variable for degree programme of participant
PC Personal or desktop computer
SP Smartphone

Appendix A. Questionnaire

Each questionnaire included one picture of a person, as described above, followed by
the questions. The questions were as follows.
About age in general:

• How old do you estimate this person is? (open)
• Would you call this person old? (yes / no)
• From which age do you think of someone as old? (open)

About likelihood of use (all rated from 1 = definitely not to 7 = definitely):

• In your opinion, does this person use a desktop computer regularly?
• In your opinion, does this person use a laptop computer regularly?
• In your opinion, does this person use a smartphone regularly?

About expertise with the devices (all rated from 1 = not at all to 7 = very):

• In your opinion, how versed is this person using a desktop computer?
• In your opinion, how versed is this person using a laptop computer?
• In your opinion, how versed is this person using a smartphone?

Questions added about design:

• In your opinion, which design aspects would be particularly important for this person
with regard to use? (open question with three boxes for answers)

• In your opinion, should adapted technology be developed for this person? (yes / no /
don’t know)

Appendix B. Statistical Results

The following tables give detailed results (p-values and mean ratings) of the variance
analyses for perceived likelihood of use, expertise and the different devices. The results are
included for all explanatory variables in question and for those combinations that showed
significant differences, i.e., p-values less than 0.05. The descriptions of the variables are
given in Section 2.1. The mean ratings are arranged from the lowest to the highest.

The final table lists the coefficients from the regression analyses.



Informatics 2022, 9, 52 20 of 26

Table A1. Likelihood of use, p-value from ANOVA with associated mean ratings.

Variable p-Value Mean Rating Lowest Highest

device 4 × 10−20 PC 3.54 LT 3.91 SP 4.81
age 1 × 10−106 older 2.59 younger 5.57
gender 0.05 men 4.06 women 4.11
adapt 0.23 yes 2.68 don’t know 4.27 no 5.06

partgender 0.38 female 3.81 male 4.15 not specified 4.59
partstudies 0.01 C 3.72 ... ... D 4.33

age*device 2 × 10−7 older*LT 2.15 ... ... younger*SP 6.45
device*gender 0.04 women*PC 3.34 ... ... women*SP 4.97

Table A2. Expertise, p-value from ANOVA with associated mean ratings.

Variable p-Value Mean Rating Lowest Highest

device 4 × 10−8 PC 3.51 LT 3.58 SP 4.15
age 1 × 10−117 older 2.30 younger 5.18
gender 8 × 10−5 women 3.68 men 3.80
adapt 0.04 yes 2.38 don’t know 3.85 no 4.74

partgender 0.70 female 3.59 male 3.79 not specified 3.96
partstudies 2 × 10−3 C 3.53 ... ... B 3.97

age*device 0.01 older*LT 2.04 ... ... younger*SP 5.69

Table A3. Likelihood of use for Desktop computer (PC), p-value from ANOVA with associated mean ratings.

Variable p-Value Mean Rating Lowest Highest

age 7 × 10−19 older 2.47 younger 4.60
gender 0.01 women 3.34 men 3.74
adapt 0.78 yes 2.60 don’t know 3.54 no 4.26

partgender 1.00 female 3.40 male 3.57 not specified 3.76
partstudies 0.33 A 3.21 ... ... B 3.73
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Table A4. Expertise with Desktop computer (PC), p-value from ANOVA with associated mean ratings.

Variable p-Value Mean Rating Lowest Highest

age 8 × 10−31 older 2.27 younger 4.74
gender 2 × 10−3 women 3.34 men 3.68
adapt 0.14 yes 2.32 don’t know 3.49 no 4.45

partgender 0.55 female 3.48 male 3.50 not specified 3.65
partstudies 0.052 A 3.21 ... ... B 3.79

Table A5. Likelihood of use for Laptop computer (LT), p-value from ANOVA with associated mean ratings.

Variable p-Value Mean Rating Lowest Highest

age 3 × 10−50 older 2.15 younger 5.67
gender 0.58 men 3.80 women 4.02
adapt 0.10 yes 2.16 don’t know 4.19 no 5.09

partgender 0.25 female 3.50 male 4.05 not specified 4.41
partstudies 0.11 C 3.44 ... ... E 4.24

Table A6. Expertise with Laptop computer (LT), p-value from ANOVA with associated mean ratings.

Variable p-Value Mean Rating Lowest Highest

age 5 × 10−45 older 2.04 younger 5.11
gender 2 × 10−3 women 3.46 men 3.70
adapt 0.04 yes 2.02 don’t know 3.72 no 4.70

partgender 0.54 female 3.31 male 3.69 not specified 3.71
partstudies 0.12 C 3.30 ... ... B 3.81
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Table A7. Likelihood of use for Smartphone (SP), p-value from ANOVA with associated mean ratings.

Variable p-Value Mean Rating Lowest Highest

age 4 × 10−44 older 3.16 younger 6.45
gender 0.83 men 4.64 women 4.97
adapt 0.64 yes 3.27 don’t know 5.07 no 5.83

partgender 0.47 female 4.52 male 4.84 not specified 5.59
partstudies 0.10 C 4.14 ... ... E 5.04

Table A8. Expertise with Smartphone (SP), p-value from ANOVA with associated mean ratings.

Variable p-Value Mean Rating Lowest Highest

age 1 × 10−44 older 2.60 younger 5.69
gender 0.67 men 4.04 women 4.25
adapt 0.99 yes 2.79 don’t know 4.35 no 5.06

partgender 0.96 female 3.98 male 4.17 not specified 4.53
partstudies 0.59 C 3.85 ... ... B 4.31
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Table A9. Table of the coefficients in the regression analyses.

Device Likelihood
of Use Age Gender Adapt

Desktop
computer 0.50 −1.21 −0.25 −0.21

Laptop 0.62 −0.76 −0.45 −0.16
Smartphone 0.57 −1.30 −0.10 0.07

Appendix C. Qualitative Analysis

To gain familiarity with the data, the data was first read several times. During this
phase, the other answers were hidden and the data were not sorted or grouped in any
way. Overall, 181 questionnaires included at least one answer. Some had compound
answers (i.e., multiple answers in each slot) or even complete sentences. The answers
ranged from general, e.g., size, to very specific, e.g., voice operated magnifying glass. Some
answers included an explanation in addition, for example, since the person depicted is
older, has glasses, is busy. One stated explicitly that just by seeing a picture of someone it
was not possible to know what was needed. A couple of answers mentioned books, which
could indicate that participants interpreted the question specifically to technology in the
context of the images, which show someone reading.

For the initial coding, we started at the top with the answers from the first slot, and first
coding all of the first answers before continuing to the next column. Here again, the other
answers were hidden. Although most answers were in German, all codes were conducted
in English. Excel supported unifying terminology, as it suggested answers that had already
been used. During coding, the previous codes were reexamined to ensure codes were used
consistently, and in some cases codes for previous answers were changed. After this step
there were between one and eight terms per questionnaire, and a total of 455 terms. This
included 168 different terms.

The following examples help to illustrate this process. For example, the answers large
letters, large script, large numbers & letters, large text were coded as large fonts. Other answers,
such as, text size (without large), easy to read, large symbols, etc. were given different codes.
Similarly, simple, simplicity and simple interface were all coded as simple. Answer such as not
too complex, sleek and simplified navigation were given different codes. Some answers and
codes were ambiguous, for example, contents manageable, could mean designed so that the
contents can be managed or so that there is only a manageable amount. In these cases, the
original answer was used as a code.

There is a still a range of meaning that could be interpreted into the codes after this
first phase of the analysis. For example, with regard to simple, the implication is different
if it is combined with an answer device needs to be adapted or other answers such as easy
to use versus aesthetic design. In keeping with the semantic level of analysis chosen, here
no interpretation was made in this first phase. However, some differentiation emerged in
some cases in the next phase of the analysis.

The next phase was to develop overarching themes from the codes and review these.
To provide more context for this, in addition to the code itself, the other data was examined,
including all of the original answers for the design aspects, the answer to the question about
whether the technology should be adapted, whether they thought the person depicted was
old, as well as, the gender and age category of the person depicted. Due to the goal of the
study, the analysis was split into four categories based on the people depicted, called user
categories in the paper: older men, older women, younger men and younger women. Braun
& Clark suggest using visual representations to help this process [68] (p. 19). For this, word
clouds were generated from the codes using Wolfram Mathematica, which display the size
of the codes based on the number of times it occurs. With this type of data, the number
of times the individual codes occur corresponds to extensiveness, i.e., how many different
participants mentioned it [87] (p. 147). For the word clouds, no differentiation was made
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which slot the answers came from. The word clouds were also deemed to be a good way to
visualize the coded answers for the paper. Before writing the paper, the themes identified
were refined and re-named.
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