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Abstract: Data analysis of weather phenomena to either predict or control human imprint on the
environment requires the collection of various forms of observational data ranging from historical
and longitudinal to forecast. The objective of this research paper is the development of a data
warehouse (DW) based on a new hybrid logical schema, concerning the assimilation and maintenance
of historical meteorological data from all operating airports in Greece, along with data in the Greek
Flight Information Region related to flight delays and cancellations. SQL is used for querying these
data and makes them easily accessible and manageable. The data from the DW are collected and
used as training data for the induction of predictive models. In this study, the prediction problem
is cast as a classification task, and different decision tree induction techniques are applied to build
accurate models that allow flexible scheduling and planning for the minimization of waiting time
and inconvenience of passengers.

Keywords: decision support system; data warehouse; decision tree; feature selection

1. Introduction

Weather conditions affect several every day activities, such as social meetings, sports,
leisure, and holidays. For instance, rain may postpone or even cancel festive celebrations,
and snow or fog can delay or change traveling plans. Meteorological data concern mainly
the temperature, pressure, humidity, wind speed and wind direction, visibility, dew point,
cloud cover, and precipitation amount. Accurate weather forecast in this framework is
deemed essential for preventing or reducing the impact of extreme unpredictable and
undesirable situations.

Meteorological conditions greatly affect air traffic, as a severe weather phenomenon
may lead to flight cancellation, although in a less optimistic scenario, it is possible to cause
damage to the aircraft during the flight. As another example, a rainy day of increasing
precipitation may flood the runway, while the airport is in full functioning mode. As a
result of these phenomena, many flights will be delayed, while others will be canceled.
Prediction of such situations could be extremely useful in informing staff and passengers
and avoiding complaints and compensations, not to mention serious accidents that diminish
the trustworthiness of this mode of transportation.

Data warehousing assists knowledge workers by providing tools, methods, and tech-
niques for performing data analysis for business intelligence (BI), business analytics, and
decision-making strategies in various application fields [1]. A data warehouse (DW) is a
type of database (DB) suitable for collecting a huge amount of heterogeneous historical
data from multiple data sources, integrates and stores them and processes queries on them.
The main characteristics of a DW are subject-oriented, integrated, consistent, time-variant,
and non-volatile [2]. Data are usually consolidated from several different external sources.
A DW is designed primarily for query and analysis of historical data rather than for daily
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transaction processing, and this is the main reason that it is chosen in this study as an
alternative of a relational DB. On the other hand, some solutions have also been proposed
towards a NoSQL DW approach; however, the proposals recognize several limitations, such
as lack of standardization, software incompatibilities, inability of using the ELT process,
data duplication, and as a result larger storage space need, joins, and aggregate functions
may not be supported, which prove that such systems are still immature, questionable and
problematic [3].

The objective of this research work is the development of a DW which includes
meteorological as well as flight data collected over the last 10 years from all Greek active
airports which are under the supervision of the Civil Aviation Service (CAA) and the
Hellenic Air Force (HAF) for assisting decision-making processes and supporting airlines
and airport operations. The gathered historical data come from measurements in the
vicinity of the airports and meteorological stations that automatically collect various types
of information within a close proximity to them. In particular, through their analysis, useful
conclusions may be extracted related to forecasts and regarding the avoidance of flights
that are scheduled to take place in the midst of severe weather phenomena. In addition,
from a business point of view, travelers and airlines have the potential to save money
and time, knowing that a flight is likely to be delayed or canceled due to adverse climate
conditions. The frequency and severity of such extreme events is increasing recently due to
the climate change, and this fact is expected to cause more disruption to global air services.
For example, it would be very helpful to see if a strong wind could cause flight delays at
an airport or how many flights have been canceled one day due to heavy rain in one area.
Towards this direction, a new DW logical schema, the hybrid schema, was proposed by
combining the three already known main DW schemas.

Prevention and treatment of weather-related flight disruptions is an important service
which may be used by airlines, airport operations, air traffic management and control, and
travelers for improving services, operations, safety, and customer satisfaction. A large
amount of data that are collected in this context will allow for the automatic generation
of new patterns through the application of different machine learning techniques such as
supervised and unsupervised learning, reinforcement, and deep learning. In this study,
the prediction problem of identifying the critical factors among the different dimensions of
the collected data that influence and negatively affect the normal operational mode in an
airport is considered as a classification task, and different decision tree induction techniques
are applied, by using different libraries provided by the R programming language.

To conclude, the contributions of this paper are threefold. Firstly, a newly proposed
DW logical schema was proposed, the so-called hybrid schema, as the integration of the
three main DW schemas. Secondly, the development of a DW is presented, based on this
hybrid schema, where meteorological data are integrated with navigation data for extracting
comparative performance data, and finally, the adoption of machine learning methods for
identifying induced patterns was proposed for prediction and planning purposes.

The remainder of the paper is structured as follows: Section 2 discusses briefly related
work. Section 3 presents the materials and methods used, and in particular, it includes
the collected and stored datasets and the new DW logical schema proposed. Section 4
describes the experimental setup. Results and discussion are provided in Section 5, where
data querying and management and intelligent data analysis are presented. Finally, in the
last section, the paper is concluded, and future research directions are also included.

2. Literature Review

There is a plethora of research papers which combine meteorological data with flight
data for predicting airline delays using data mining, machine learning, and decision
analysis methods. Due to space limitations, only some papers are presented briefly below
in chronological order.

Weighted Multiple Linear Regression is applied in [4] for anticipating flight delays
occurrence due to weather conditions. Several factors are considered, for example departure
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and arrival time, origin, and destination which are used for identifying an alarming
repeated event.

In [5], a model is proposed for predicting airline delays due to bad weather conditions.
Ten years of weather and flight data from the US are used, in which the authors apply data
mining techniques and supervised machine learning algorithms. The trained model is cast
as a binary classification for estimating scheduled flight delays.

A flight delay prediction system is presented in [6] based on weather factors such as
rain, humidity, temperature, and visibility. Supervised learning techniques that rely on
rule-based approaches and the Naive Bayes classification algorithm are used towards this
research direction. The authors claim that real-time prediction is achieved with promising
results.

Reference [7] considers a broad set of factors which affect flight delays. A number of
machine learning architectures are suggested for solving this problem. Classification and
regression tasks are designed and used. They conclude that a random forest-based method
gives satisfactory results and adequate performance.

Machine learning and deep learning techniques are used in [8] for predicting possible
delays of flights caused by different reasons including weather conditions. Different tree-
based approaches are optimized, compared and evaluated.

A flight delay prediction algorithm applying a gradient boosting machine learning
process is proposed in [9]. Historical data are used, and spatiotemporal features are also
considered for achieving a good generalization performance of the proposed algorithm.

A very recent and thorough literature review from studies which have been under-
taken over the last two decades is presented in [10] about data science techniques used
for examining flight delays which happen due to weather conditions as well as other
parameters. A taxonomy is presented based on their methods, data analytics, and data
management approaches.

The papers presented above do not consider data warehousing for assisting the process
of predicting flight delays and other weather inclined undesirable phenomena. To the
best of the authors” knowledge, there are only a few papers reported on developing a
meteorological DW towards this research direction. These works are presented briefly
below. However, flight cancellations are not considered in any of these studies, nor the
application of machine learning techniques.

In an early attempt, the process of developing a DW for MeteoSwiss, the Swiss national
weather service, is described in [11]. Meteorological and climatology data are integrated,
and their life cycle from inception to deployment is depicted. As the authors claim, the
proposed DW is not a pure DW but rather adopts several components from the DW
technology.

A climatic DW based on dimensional modeling is developed in [12] for the Mexico
National Weather Service (SMN). The DW integrates data collected from different weather
stations across Mexico. The authors argue that the model provides several geographic
capabilities such as data aggregation and visualization and achieves high performance.

An agent-based data warehousing system is applied in [13] for integrating weather
data from different sources. The system developed provides appropriate information to
various weather-based applications in heterogeneously distributed environments.

Reference [14] presents a meteorological conceptual DW model for Uttarakhand region
in India. The model uses the snowflake schema approach for efficient data storage and
manipulation.

Reference [15] develops a DW for hydro-meteorological data of the city of Manizales
in Colombia. The conceptual model is designed as a star schema. OLAP tools are applied
to the historical data for multidimensional analysis and knowledge discovery.

A hybrid DW is described in [16] for storing climate data from the National Climatic
Data Center (NCDC) of Saudi Arabia. The proposed model is based on Hadoop framework.
Weather patterns are identified which can be used for emergency plans in order to encounter
severe weather conditions.
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In [17], a DW is used for studying the data protection software of an air traffic control
production information statistics system. While meteorological and flight data are con-
sidered, the system presented in this work is mainly oriented to data statistics without
including a detailed presentation of the development of the DW or any predictive model.

3. Materials and Methods
3.1. Description of the Dataset

Greece has 47 operating airports. Greek airports are divided into two categories,
military and civil where civil could be either international, national, or municipal. The
ecosystem of these airports generates an enormous amount of data that can be used in
a number of different ways. In what follows, the types of data which are of interest for
the application under study are described, based on which the DW is modeled and the
predicting models are built.

Meteorological data were collected from two different websites. Specifically, Weather
Underground (wunderground.com (accessed on 20 July 2022)) is a weather service that
provides real-time meteorological information through its network. The network consists
of over 250,000 personal and official meteorological stations. The data provided from
wunderground concerns temperature, dew point, wind, humidity, and pressure. The
second data source is NASA data access viewer (https:/ /www.power.larc.nasa.gov/data-
access-viewer (accessed on 20 July 2022)), which is a mapping application that contains
information on solar geothermal energy, meteorology, and clouds and is developed to help
the design of renewable energy systems, meteorological forecasts, and crop soil selection.
The meteorological parameters of the tool are derived from the assimilation models GMAO
MERRA-2 and GEOS 5.12.4 FP-IT. The first one is a new version of NASA’s Geos data
acquisition system. Both models have the same grid resolution and the same physics
models, while the latter has the ability to measure surface precipitation. The data provided
by NASA complement the data supplied by Wunderground. In particular, precipitation
data are provided only from NASA source. Additional meteorological data for some
airports, mainly regional, such as those located on islands and for some time periods of the
total collection task, were also given exclusively from NASA. Using the NASA power data
access viewer and entering the longitude and latitude of the central facilities of the 47 Greek
airports, as well as the start and end dates for the time period under study, meteorological
data were obtained.

Navigation data were collected from two webpages, flightradar24 (flightradar24.com
(accessed on 20 July 2022)) and flightstats (flightstats.com/v2 (accessed on 20 July 2022)),
which offer delays and cancellations of flights that took place in Greece the last 10 years.
The two websites complement each other up to a point, for supplying a larger amount of
data; for example, flightradar24 contains data mainly for internal flights. Flightstats, on the
other hand, includes international flights; however, it reveals only the delays, in contrast to
the flightradar24, where flight cancellations are also provided.

Data have to be extracted from the abovementioned websites, cleaned, converted
to appropriate format, integrated and finally loaded to the DW. The so-called extract-
transform-load (ETL) process is a time-consuming and demanding mechanism, and careful
consideration has to be taken for completing this task.

3.2. The DW Design

Design is an essential step in the construction of a DW. The development of the DW
schema is part of the data modeling process. The schema describes reality and contains
detailed and summarized data which are needed to be stored in the DW. It depicts the way
of how data are organized as well as their associations. The main approaches to the DW
schemas are star, snowflake, and constellation.

The major difference between the star schema and the snowflake schema concerns
dimension tables. In the star schema all dimension tables are denormalized, while in the
snowflake schema all dimension tables are completely normalized. Thus, the fact table
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is linked to multiple primary dimension tables, and these dimension tables are linked to
other secondary dimension tables and so on, satisfying the normalization property. The
constellation schema comprises multiple fact tables with different semantics containing
some common dimension tables. Other schemas have also been proposed over the years, i.e.,
the starnest schema in [18] using nested methodology where the denormalized dimension
tables are transformed to nested dimension tables for efficient query execution.

In this work, a new schema was proposed, as a combination of the three original
schemas. The novel schema is called hybrid, since it is composed of the different character-
istics which represent each of the three initial schemas.

Hybrid schema: {star + snowflake + constellation} schemas.

To be more specific, the hybrid schema is structured as described below. It consists of
a constellation schema where more than one fact tables share one or more dimension tables,
and additionally, at least one fact table forms a star schema with numerous dimensions and
another fact table forms a snowflake schema with several primary and secondary dimen-
sions. In fact, all schemas, either star or snowflake, having Date and Space dimensions and
sharing common semantics, may be integrated. The result is a hybrid schema as shown in
Figure 1.

Secondary — Secondary

Dimension

Dimension

Primary
Dimension

Space Dimension

Primary
Dimension

Date Dimension

Dimension

Fact

Figure 1. The generic hybrid schema of the DW model.

4. Experimental Study

In this research work, two semantically different datasets were used, meteorological
data and navigation data. The two datasets share spatiotemporal data concerning dates
and airports in particular. Spatiotemporal objects and the way of modeling them in
DWs are extensively discussed in [19]. For the design of the DW, a new hybrid schema
presented in the previous section is adopted as the appropriate schema for representing the
multidimensional model. It is designed as a collection of a star schema and a snowflake
schema which share a number of common dimensions. The schema of the proposed model
consists of two fact tables, MeteoFact and FlightFact, and four dimension tables, WindScale,
RainIntensity, Date, and Airport. The last two dimension tables are shared from both fact
tables. WindScale and RainIntensity dimension tables are connected to the MeteoFact table.
The schema of the proposed hybrid MeteoFlight DW model is shown in Figure 2.
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FlightFact

AirportKey [FK]
DateKey [FK]

Region
RegionID
Region
Location
LocationIndicator
City
RegionID

Airport

Delays
Cancellations

AirportKey

Name
LocationIndicator

Date

MeteoFact

AirportKey [FK]
DateKey [FK]

WindScale

WindKey

ScaleDescription

RainKey [FK]
WindKey [FK]
Precipitation
RH2M
SurfacePressure
T2MDEW
T2MMax
T2MMin
M
WS10MMax
WS10MMin
WS10M

DateKey

Year
Month
Day

Rainlntensity

RainKey

RainfallDescription

Figure 2. The hybrid schema of the MeteoFlight DW model.

Table 1 depicts the 13 different wind types, and Table 2 the five different rainfall

categories.

Table 1. Wind types.

Wind Key

Wind-Scale Characterization

U
eV ®NO U R WN —

I
W N

calm

light air
light breeze
gentle breeze
moderate breeze
fresh breeze
strong breeze
moderate gale
fresh gale
strong gale
whole gale
storm
hurricane

Table 2. Rainfall categories.

Rain Key Rainfall Characterization
0 Zero
1 light
2 moderate
3 strong
4 catastrophic

The semantics of the DW attributes are explained in Table 3.
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Table 3. DW attributes.

Table Name Category Attribute Name Semantics Unit of Measurement
MeteoFact Wind WS10M_MIN minimum wind speed at 10 m Knots
MeteoFact Wind WS10M_MAX maximum wind speed at 10 m Knots
MeteoFact Wind WS10M average wind speed at 10 m Knots
MeteoFact Temperature T2M_MIN minimum temperature at two Celsius scale

meters above the ground
MeteoFact Temperature T2M_MAX maximum temperature at two Celsius scale
meters above the ground
MeteoFact Temperature T2M average temperature at two meters Celsius scale
above the ground
dew point temperature (the
MeteoFact Temperature T2MDEW temperature where the humidity Celsius scale
reaches 100%)
MeteoFact Precipitation Precipitation 1 mm =1L of water th?t 'fall.s mone Millimeters (mm)
square meter precipitation
. percentage of relative humidity at o
MeteoFact Moisture RH2M two meters above the earth’s surface o
MeteoFact Moisture SurfacePressure atmospheric PSI':ZSII;ZII educed to the Millibar (mbar)
WindScale Wind ScaleDescription wind intensity phase 1-13 (see Table 1)
RainIntensity Precipitation RainfallDescription precipitation intensity phase 0—4 (see Table 2)

ETL Process

An important stage of data warehousing and part of Bl process are the ETL to ensure
data cleansing and purification. In the majority of cases, the direct loading of data into the
target system is not achievable due to heterogeneous, incomplete, or even incorrect data.

Therefore, in this study, after data extraction, the next step is to upload all csv files.
However, data files come from different sources with different coding, and as a consequence,
they cannot be uploaded without being previously cleansed. As an example, in Figure 3,
a csv file of one of the airports containing meteorological data is displayed, where it is
obvious that diversity and poor formatting prevent smooth uploading of data to the DW.

Value for missing model data cannot be computed or out of model availability range: -999
Parameter(s):

WS10M MERRA2 1/2x1/2 Wind Speed at 10 Meters (m/s)

PRECTOT MERRA2 1/2x1/2 Precipitation (mm day-1)

WS10M_MAX MERRA2 1/2x1/2 Maximum Wind Speed at 10 Meters (m/s)

2 |RH2M MERRA2 1/2x1/2 Relative Humidity at 2 Meters (%)
13 |T2M_MIN MERRA2 1/2x1/2 Minimum Temperature at 2 Meters (C)
14 | T2M MERRA2 1/2x1/2 Temperature at 2 Meters (C}
5
6

w oo

=)

15 ' T2M_MAX MERRA2 1/2x1/2 Maximum Temperature at 2 Meters (C)

WS10M_MIN MERRAZ 1/2x1/2 Minimum Wind Speed at 10 Meters (m/s)

PS MERRA2 1/2x1/2 Surface Pressure (kPa)
18 T2MDEW MERRA2 1/2x1/2 Dew/Frost Paint at 2 Meters (C)
19 -END HEADER-
20 |LAT,LON,YEAR,MO,DY,WS10M_MIN,WS10M_MAX,WS10M,PRECTOT,RH2M,PS, TZMDEW, T2M_MAX,T2M_MIN,T2M
21 37.93511,23.94091,1990,01,02, 6.48, 8.02, 7.23, 0.13, 78.53, 100.69, 5.66, 10.73, 8.31, 9.22
22 (37.93511,23.94091,1990,01,03, 6.44, 7.70, 7.07, 0.19, 76.28, 100.63, 4.50, 10.43, 7.18, 8.90
23 37.93511,23.94091,1990,01,04, 7.66, 11.28, 10.20, 0.35, 73.98, 101.31, 2.33, 7.42, 4.90, 6.77
24/37.93511,23.94091,1990,01,05, 9.20, 11.75, 10.85, 0.07, 75.69, 101.99, 1.09, 6.05, 4.23, 514
25|37.93511,23.94091,1990,01,06, 6.64, 9.00, 8.24, 0.27, 74.42, 10196, 2.20, 7.94, 5.17, 6.49
26 |37.93511,23.94091,1990,01,07, 6.68, 8.63, 7.86, 0.77, 74.90, 102.23, 3.06, 8.85, 6.30, 7.27
27 |37.93511,23.94091,1990,01,08, 7.27, 9.63, 8.55, 0.00, 74.51, 102.57, 2.85, 9.03, 5.87, 7.14
2@ |37.93511,23.94091,1990,01,09, 3.29, 7.78, 5.51, 0.00, 71.43, 102.41, 2.85, 10.00, 6.29, 7.76
29 |37.93511,23.94091,1990,01,10, 3.69, 6.58, 5.4, 0.01, 70.11, 102.19, 2.86, 11.19, 6.10, 8.05
30 37.93511,23.94091,1990,01,11, 3.49, 6.37, 5.06, 0.06, 74.60, 102.23, 4.11, 10.84, 6.45, 8.40
31/37.93511,23.94091,1990,01,12, 1.42, 3.89, 2.33, 0.01, 66.76, 102.12, 3.43, 10.89, 8.02, 9.33
32 37.93511,23.94091,1990,01,13, 2.18, 4.94, 3.78, 0.00, 72.30, 101.91, 4.68, 11.74, 7.69, 9.43
33 |37.93511,23.94091,1990,01,14, 1.71, 4.33, 3.24, 0.00, 7181, 10141, 4.23, 11.28, 6.99, 9.06
34 37.93511,23.94091,1990,01,15, 3.68, 8.41, 7.05, 0.15, 79.76, 101.59, 5.33, 10.22, 7.52, 8.66
35|37.93511,23.94091,1990,01,16, 2.02, 7.54, 5.02, 0.00, 66.97, 101.82, 4.08, 11.99, 8.28, 9.97
36 37.93511,23.94091,1990,01,17, 1.87, 4.12, 3.04, 0.00, 61.00, 101.47, 4.27, 15.35, 8.39, 11.55
37|37.93511,23.94091,1990,01,18, 1.03, 4.43, 2.79, 0.04, 7156, 10L.19, 6.72, 14.06, 9.38, 11.69
38 37.93511,23.94091,1990,01,19, 2.63, 6.54, 3.98, 0.14, £9.20, 100.99, 6.61, 14.41, 9.75, 12.10
39 |37.93511,23.94091,1990,01,20, 5.14, 9.31, 7.55, 0.75, 71.28, 10179, 3.77, 10.12, 7.27, 8.75
40 37.93511,23.94091,1990,01,21, 3.47, 5.01, 4.47, 0.00, 58.93, 102.05, 1.01, 11.50, 6.22, 8.67

Figure 3. An example of a raw csv file.

The cleansing stage includes data splitting and column conversions and data structure
reformatting for their transformation to a standardized format ready to be loaded to the
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DW. In Figure 4, the raw data presented in Figure 3 are transformed after cleansing to a
readable and understandable format.

2 | YEAR|MO|DY|WS10M_MIN | WS10M_MAX|WS10M | PRECTOT|RH2M | PS | T2MDEW |[T2M_MAX | T2M_MIN | T2M
3 |1990| 1 | 2 6.48 8.02 #i23 0.13 |78.53|100.69| 5.66 10.73 8.31 L
4 (1990 1 |3 6.44 770 71.07 0.19 |76.28|100.63| 4.90 10.43 7.18 8.90
511990| 1 | 4 7.66 11.28 10.20 D35 |73.08)101.31| 233 742 4.90 6.77
6 11990| 1 |5 9.20 11.76 10.86 0.07 |75.69)|101.99 1.09 6.05 4.23 5.14
7 11990| 1 | 6 6.64 9.00 8.24 0.27 |74.42)|101.86| 2.20 7.94 5.17 6.49
8 11990| 1 |7 6.68 8.63 7.86 0.77 |74.90)|102.23| 3.06 8.85 6.30 2T
9 11990| 1 |8 729 9.63 8.55 0.00 |74.51)|102.57| 2.85 9.03 5.87 7.14
10 (1990 1 | 9 3.29 71.78 551 0.00 |71.43)|102.41| 2.85 10.00 6.29 7.76
11 [1990] 1 [10 3.69 6.58 5.48 001 |70.11)102.19, 2.86 11.19 6.10 8.05
12 [1990] 1 [11 349 6.37 5.06 0.06 |74.60)102.23| 4.11 10.84 6.45 8.40
13 [1990| 1 |12 1.42 3.89 233 0.01 |66.76)|102.12| 3.43 10.89 8.02 9.33
14 [1990| 1 [13 2.18 4.94 3.78 0.00 |72.30)101.91| 4.68 11.74 7.69 9.43
15 (1990| 1 |14 1.71 4.33 3.24 000 |71.81)101.41) 423 11.28 6.99 9.06
16 [1990| 1 |15 3.68 8.41 7.05 0.15 |79.76|101.59| 5.33 10.22 7.52 8.66
17 [1990| 1 |16 2.02 7.54 5.02 0.00 |66.97|101.82| 4.08 11.99 8.28 9.97
18 [1990| 1 [17 1.87 4.12 3.04 0.00 |61.00)101.47| 4.27 15535 8.39 1155
19 [1990] 1 [18 1.03 4.43 279 004 |71.56)101.19) &.72 14.06 9.38 11.69
20 |1990( 1 |19 2.63 6.54 3.98 0.14 |69.20)|100.99| &.61 14.41 9.75 12.10]
21 /1990( 1 |20 5.14 0.31 7.55 075 |71.28)1101.79| 3.77 10.12 71.27 8.75
22 11990( 1 |21 3.47 5.01 4.47 0.00 |58.93)1102.05| 1.01 11.50 6.22 8.67

Figure 4. Data presented in Figure 3 after cleansing.

The transformation process also corrects the data, removes any incorrect data and
fixes any errors in the data before loading it. Missing data, an inevitable part of the ETL
process, may cause distortion to findings. In this case study, large airports are fully staffed,
and therefore, data are collected automatically and continuously (every half an hour).
However, in small airports with low traffic, the staff number is insufficient, and automatic
or semi-automatic meteorological stations do not exist. For example, at the large airport
of Heraklion, there are staff members who do the data entry of the meteorological data
and a semi-automatic meteorological station that operates all day long, and therefore,
the measurements are collected regularly every half hour. At Samos airport, there is no
such station, but there are enough staff members to cover most of the 24 h; as a result,
the measurements are collected every hour. Finally, at the airport of Sitia, which is a
small airport, there is no such station, and staff consists of only two people working for
a maximum of 16 h, resulting in 8 h of missing meteorological data. In addition, other
unexpected factors can cause data loss, such as equipment damage from a severe storm,
which results in no data being produced until the damage is repaired. To conclude, a fully
staffed airport in both personnel and equipment collects weather data every half hour
every day for the whole year. Any restriction on the above will lead to missed data and
gaps that are filled with the day’s averages.

As for the existence of incorrect data, this is either from human error when entering
data or from a fault in one of the station sensors, where produced data have a large
deviation from the real ones (e.g., temperature of 20 °C instead of 35 °C). These errors are
almost never detected as the only way to see the data deviation is through a comparison
that can be made at an airport, where there are many stations on and off it, which is not
often the case, especially on small airport islands.

5. Results and Discussion
5.1. Data Querying

In this section, a number of SQL queries are presented for showing the functionality
of the proposed DW, but also useful conclusions were drawn regarding the correlations
that exist between flight delays and cancellations with the various meteorological data
prevailing at airports during flights. Specifically, the impacts of the precipitation height,
wind intensity, and temperature to air navigation events were examined.

With the following queries, the number of delays and cancellations are presented by
setting some specific limits on the three main meteorological factors that affect them.

Query 1: Delays and cancellations depending on the wind factor per airport
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This query retrieves the number of delays and cancellations, depending on the intensity
of the wind and the airport. A wind intensity limit of 33 knots was used, which was
considered a relatively strong wind intensity. From the results, it was observed that the
delays above this intensity were 20.3 times higher in relation to intensities less than this
number and for cancellations this number doubles. Unfortunately, no indication for the
direction of the wind was provided except for its intensity, which is an important constraint,
since a parallel wind to the runway hardly proves to be prohibitive for the smooth conduct
of a flight, whereas a vertical wind of even lower intensity is capable of being vital for the
completion of the flight.

SELECT COUNT (FF.Delays), COUNT (FF.Cancelations), A.AirportKey

FROM FlightFact FF, MeteoFact MF, Airport A

WHERE MF.WS10M > 33

AND A.AirportKey = FF.AirportKey

AND A.AirportKey = MF.AirportKey

GROUP BY A.AirportKey

Query 2: Delays and cancellations depending on precipitation factor per airport

With this query, the effect that a given precipitation quantity may have on aeronautical
events was demonstrated. In this example, the limit of 40 mm of precipitation was set,
which was interpreted as a quantity of 40 tons of water that falls in one day in an area
of one acre. From the results, it was concluded that precipitation affected flight delays
and cancellations significantly. Specifically, 15 times more delays were noticed, when
precipitation was greater than 40 mm, and similarly, for cancellations this number was 23.3
times higher.

SELECT COUNT (FF.Delays), COUNT (FF.Cancelations), A.AirportKey

FROM FlightFact FF, MeteoFact MF, Airport A

WHERE MF.Precipitation > 40

AND A.AirportKey = FF.AirportKey

AND A.AirportKey = MF.AirportKey

GROUP BY A.AirportKey

Query 3: Delays and cancellations depending on temperature factor per airport

This query presents the effects of temperature on delays and cancellations. It can
be easily observed that high temperature, i.e., greater than 35 °C, had also an important
influence to the departures of aircrafts. In particular, the number of delays increased 18.5
times and the number of cancellations 20.5 with hot weather. This may be caused by several
reasons, such as the fact that the health of airport ground crew exposed to heat may be
affected and consequently flights may be disturbed.

SELECT COUNT (FF.Delays), COUNT (FF.Cancelations), A.AirportKey

FROM FlightFact FF, MeteoFact MF, Airport A

WHERE MF.T2M > 35

AND A.AirportKey = FF.AirportKey

AND A.AirportKey = MF.AirportKey

GROUP BY A.AirportKey

Table 4 displays the results of the above queries. In particular, after some basic
simple calculations, the results showed a summary of comparisons for average delays
and cancellations of flights in all Greek airports for the last 10 years associated to three
meteorological factors, i.e., wind, precipitation, and temperature.
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Table 4. Comparison of average delays/cancellations affected by a meteorological factor.

Delays Cancellations
Meteorological Factor
Ratio (%) Ratio (%)
Wind (> | < 33 knots) 20.3 1929.1 40.2 3916.4
Precipitation (> | <40 mm) 15.0 1397.1 23.3 2227.1
Temperature (> | <35°C) 18.5 1822.7 20.5 2031.7

The results demonstrated the important influence that the weather has on aviation
services, which as a consequence can seriously affect subsequently airports and on board
crew, passengers, airline companies, as well as air traffic control.

Obviously, more advanced queries can also be useful for retrieving valuable informa-
tion from the data. For example, useful conclusions can be drawn by joining wind and
precipitation factors in combination with the length of airport runways, such as how this
affects flight delays and cancellations.

Information retrieval using SQL is the first step of the present procedures for extracting
comparative and statistical data which will be used in the subsequent subsection, where
more advanced techniques based on machine learning methods will be applied for the
prediction of flight delays and cancellations, depending on specific weather factors, i.e.,
wind, precipitation, and temperature.

5.2. Intelligent Data Analysis

The methodological approach employed in this study and the results obtained by
performing different types of analysis on the data collected are presented in this subsection.
The dataset contains in total 15 variables, three of which are related to the date and time
dimensions, 10 are numeric and relevant to the different measurements of the weather
conditions, and two are encoding the concept under investigation, i.e., the delays and
cancellations due to weather conditions prevailing in different airports in Greece. In this
study, these two attributes were modeled as categorical attributes. Different experiments
were conducted to find out how the date and time dimensions along with the weather-
related measurements affect these two variables, which are considered as class attributes
for the predictive task at hand. For the analysis, the R programming language was used
along with the Rattle graphical user interface.

Initially, different characteristics of the predictor variables such as central tendency and
dispersion measures, and the existence of missing values were explored. The correlations
among pairs of numeric predictor variables were computed and are presented in Figure 5.
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Figure 5. Correlations of predicted numeric attributes.



Informatics 2022, 9, 78

110f13

The high correlation among the groups of variables referring to the same type of
measurement (there are two such groups indicated by the 4 x 4 and 3 x 3 blue dot matrices
in Figure 5) indicated that all but one of the variables in each such group should be removed.
For this reason, in the present analysis, only the T2M variable in the first group and the
WS10M in the second group were maintained.

In order to make the experiment more reliable, the CANCELLATIONS variable was
discretized into a binary factor variable with two levels: [0,1] and (1,5]. The first level
represented the cases where a maximum of one cancellation happens in a day. The second
level encoded the days when two to five cancellations happened. The decision tree in
Figure 6 sheds light on the main reasons when and how these two values emerged.

Figure 6. Decision tree predicting the ranges of cancellations within a single day.

A decision tree performs a feature selection by incorporating only those attributes that
are deemed to be important for the explanation of the class attribute. It also prioritizes
the attributes in a way that the most important attributes lie at the top of the tree. In the
present case, the variables DELAYS and PRECIPITATION seem to be the most informative
ones, followed by WS10M, T2MDEW, and T2M. Due to the imbalance between the two
levels of the class attribute (there is a very large percentage of examples in the first level
compared to in the second one), the nodes representing cancellations are very sparse with
limited statistical importance. The following rule collects the strong cases where a large
number of cancellations are observed.

Rule number: 15 [CANCELLATIONS = (1,5] cover = 9 (0%) prob = 1.00]

DELAYS >= 1.5

PRECIPITATION (mm) >= 31.9

T2MDEW (Celsius) < 18.15

In this way;, all three variables involved in this rule make the case for predicting a large
number of cancellations.

In order to build a decision tree to predict the number of delays, the DELAYS attribute
is discretized into three levels, [0,3], (3,6], and (6,9]. The induced decision tree shown in
Figure 7 indicates that the number of delays is between 0 and 3 when the PRECIPITATION
is less than 41, while for the values of PRECIPITATION larger or equal than 41, when the
variable WS10M assumes values smaller than 6 knots, the number of DELAYS are bounded
within the interval (3,6]. For the values of the PRECIPITATION which are larger or equal
than 41 and the values of WS10M which are larger or equal than six knots, the number of
delays grows larger and assumes values in the range (6,9].
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Figure 7. Decision tree predicting the ranges of delays within a single day.

6. Conclusions

The effect of meteorological data to air navigation was studied in this paper. A DW was
deployed for managing weather data collected from airports and automatic meteorological
stations near the area. These data were combined with flight data concerning delays and
cancellations gathered from diverse sources. Real meteorological and flight data were
used for this study, provided by publicly available archived datasets. The DW adopts a
hybrid logical schema design proposed in this paper for the first time, as it is considered
the best option for the problem studied. SQL queries are given for retrieving delays
and cancellations, depending on wind, precipitation, and temperature factors per airport.
Finally, a data mining framework was applied for the extraction of knowledge in regard
to automatically building predictive models for gaining insights into the parameters that
affect the operation of airports from extreme weather conditions.

To the best of our knowledge, this is the first attempt to consider combining data
warehousing and machine learning techniques for predicting flight delays and cancellations
based on meteorological data. Previous studies do not focus on integrating these two
research directions to analyze flight delays and cancellations according to their impact on
weather conditions but present each one separately.

The current approach is not exempt as to the existence of inaccurate or missing
data in the ETL process. In addition, the usual disadvantages presented in decision tree
induction techniques used for classification and prediction may occur, such as the difficulty
of handling complex relationships between features and instability, since minor variations
in training data can cause significant change in its structure. Nevertheless, the advantages
of this method, e.g., simplicity, ease of understanding, less data cleaning required, and the
potentiality to be applied to any type of data, outweigh limitations and make it a powerful
tool used for intelligent data analysis.

Future research directions include the use of materialized views for precomputing
and storing related aggregated data which can be used to feed learning algorithms with
ready-made statistical information for more efficient building of the induced models, as
well as to provide the induced models with the necessary information on the spot for
the continuous deduction of new results. Additionally, an alternative solution, a NoSQL
database, such as Cassandra, could be adopted, and its storing and querying performance
could be compared to that of the current approach.
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