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Abstract: With the development of Internet cloud technology, the scale of data is expanding. Tra-
ditional processing methods find it difficult to deal with the problem of information extraction of
big data. Therefore, it is necessary to use machine-learning-assisted intelligent processing to extract
information from data in order to solve the optimization problem in complex systems. There are
many forms of data storage. Among them, text data is an important data type that directly reflects
semantic information. Text vectorization is an important concept in natural language processing tasks.
Because text data can not be directly used for model parameter training, it is necessary to vectorize
the original text data and make it numerical, and then the feature extraction operation can be carried
out. The traditional text digitization method is often realized by constructing a bag of words, but
the vector generated by this method can not reflect the semantic relationship between words, and
it also easily causes the problems of data sparsity and dimension explosion. Therefore, this paper
proposes a text vectorization method combining a topic model and transfer learning. Firstly, the topic
model is selected to model the text data and extract its keywords, to grasp the main information of
the text data. Then, with the help of the bidirectional encoder representations from transformers
(BERT) model, which belongs to the pretrained model, model transfer learning is carried out to
generate vectors, which are applied to the calculation of similarity between texts. By setting up a
comparative experiment, this method is compared with the traditional vectorization method. The
experimental results show that the vector generated by the topic-modeling- and transfer-learning-
based text vectorization (TTTV) proposed in this paper can obtain better results when calculating the
similarity between texts with the same topic, which means that it can more accurately judge whether
the contents of the given two texts belong to the same topic.

Keywords: text vectorization; topic model; pretrained model; transfer learning

1. Introduction

In the Internet era, the interaction of online information is becoming more and more
frequent, and the development of big data and the cloud computing technology promotes
the dissemination of online information, which is a great driving force for the development
of industries such as news media with information dissemination as the business core.
Compared with the traditional paper media, online news is more timely because of the
network as the communication media [1]. At the same time, because it is not limited by
the printing layout, its communication quantity is often huge. For users who receive and
browse news, a large number of fast updated online news cause them to enjoy the great
convenience brought around by the fact that the Internet can retrieve information in seconds
without the need to leave home [1]. However, in front of a large amount of information,
how can they easily find other news with similar topics to expand their reading under the
condition of browsing news in their field of interest, that is, the relevant recommendations?
This is our consideration in modeling in this paper.
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For the above scenarios, the traditional data processing methods are difficult to deal
with. Therefore, it is necessary to adopt the machine-learning-assisted intelligent processing
method to structurally operate the unstructured text data, and optimize the parameters of
the model by analyzing the actual supply–demand relationship in the system. Therefore,
we can obtain that for the currently browsed text data, finding other text data with high
similarity is an effective method to solve the above problems. Because the text data cannot
be directly used for modeling, it needs to be numerically processed [2,3], that is, the text
vectorization operation [4,5], and then the generated vector, is used as the training data
sample of the machine learning model. Text vectorization can be realized in two ways: one
is the word vector, generated by taking the word as the basic unit [6], and the other is the
paragraph vector, considering paragraph factors on the basis of word vector [7–9]. Word
vector is a distributed representation of words, which aims to capture the syntactic and
semantic information of words [10,11]. Before the text data is input into the network layer,
it must be vectorized according to some method to become structured data. After the text
is converted into word vector, the discrete symbols will be encoded according to the index
to reduce the amount of parameters and improve the generalization ability.

In this paper, the text vectorization method combining topic model [12,13] and transfer
learning [14,15] is studied. Firstly, the topic model is used to extract keywords from the text,
to solve the problem of latent semantic mining which is difficult to solve by the traditional
term frequency inverse document frequency method; then, the paragraph vector model
is used to vectorize the text to solve the problem of mining the semantic relationship
between paragraph and context that is difficult to solve by the word vector model. At the
same time, the pretrained model is used for transfer learning to facilitate deeper feature
learning of text data [16–18], so that the generated text vector can more accurately reflect
semantic information.

The main contributions of this paper are as follows:

• The topic model keyword extraction method is introduced into the text vectorization
operation.

• The text vector that can deeply reflect the semantic relationship is generated by
transferring the pretrained model.

• The above text vectorization method is applied to the calculation task of text similarity.

The rest of this paper is organized as follows: Section 2 is the literature review;
Section 3 introduces the materials and methods; in Section 4, a comparative experiment is
designed. The text vectorization method used in this paper is applied to the calculation of
text similarity, and compared with the text similarity calculated by the vector generated
by traditional text vectorization, and the experimental results are analyzed; Section 5 is
the conclusion.

2. Literature Review

We review the related literature from the following three aspects: text vectorization,
topic model, and pretrained model for transfer learning.

The generation of word vector can be understood as encoding text data according to a
certain model. Its development has roughly experienced several stages, such as one-hot
representation [19], bag of words (BOW) [20,21], language model (LM) [22], word2vec [6],
and so on. One-hot representation generates word vectors by binary coding, and each
dimension only indicates whether the corresponding word in the dictionary is taken at the
location. This method will not only bring dimensional disaster and lead to data sparsity,
but also cause lack of feature extraction of text semantics; BOW replaces binary data with
word frequency data on the basis of one-hot, but it still fails to solve the problems of
dimension disaster and semantic loss; the LM model uses conditional probability to express
the association between words in text sequence. The semantic representation method of
the LM model is relatively primitive, so it has been developed to word2vec model. The
word2vec model is composed of continuous bag of words model (CBOW) and skip-gram
model. The word2vec model uses a structure similar to neural network to establish the
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relationship between words, but the model only focuses on the local semantic information
and fails to combine the global information of the text. The vector of the same word is still
the same in different contexts, that is, it cannot solve the problem of polysemy. As can be
seen from the above, word vectors mostly focus on the semantic connection between words
themselves or local words [10,11], so the information such as paragraphs and word order
of the text can not be accurately extracted and fully utilized. Therefore, a paragraph vector
model is proposed, that is, para2vec [7], sometimes referred to as doc2vec. Para2vec is an
extension of word2vec [8,9]. When generating vectors, not only the context words but also
the corresponding paragraph information are considered. Para2vec model consists of a
distributed memory model (DM) and a distributed bag of words model (DBOW).

Text data is composed of a large number of sentences. In order to avoid the problem
of dimension explosion, we cannot directly construct vectors with sentences as feature
dimensions. Sentences can be regarded as a sequence of words [23], so we can extract the
representative words, that is, keywords, and then generate vectors based on keywords by
constructing certain models and algorithms. There are two kinds of text keyword extraction
methods, one is the term frequency inverse document frequency (TFIDF) method based
on frequency, and the other is the topic model method based on spatial mapping [12,13].
The TFIDF method measures the importance of a specific word in each sentence by two
factors: term frequency, that is, the frequency of a word in the sentence, and inverse docu-
ment frequency, that is, the reciprocal of the frequency of the sentence containing the above
words. Although this method constructs the correlation between words and sentences, it
only analyzes them from the perspective of frequency, and fails to construct the mapping
relationship based on the understanding of text semantics. In order to extract keywords
from text based on understanding semantic structure, the topic model method is proposed.
The topic model is an unsupervised learning model for latent semantic mining and analysis
of text data. Its core is to construct the mapping between sentence space and topic space
and between topic space and word space by setting topic variables as intermediate vari-
ables. Using spatial mapping to analyze text semantics is not only conducive to clustering
words to reduce redundancy, but also realizes dimension reduction operation, to better
reflect the distribution features of words, topics, and sentences. The topic model is mainly
composed of latent semantic analysis model (LSA) and latent Dirichlet allocation model
(LDA). The core of LSA [24] is the operation of singular value decomposition of text matrix
to generate the mapping relationship among words, topics, and sentences, that is, word
space and sentence space are mapped to relatively lower dimensional topic space, respec-
tively, to explore the latent semantic relationship [25–27]. Compared with LSA model, the
LDA [28,29] model focuses on constructing the mapping relationship between the above
three variable spaces from the perspective of probability distribution, to avoid the huge
amount of matrix operation caused by singular value decomposition operation. By intro-
ducing the relevant theories of Dirichlet distribution and multinomial distribution [30,31],
the LDA model can carry out latent semantic mining from the perspective of probability
distribution [32–34].

By transferring the parameter information obtained from some large and general
source tasks to the target task, transfer learning avoids the problem of starting from scratch
every training [14,15]. In general, we often lack enough targeted datasets for training,
so we can use the pretrained model trained by the general large dataset for transferring.
In the field of natural language processing, the development of pretrained model has
mainly experienced several stages, such as embeddings from language models (ELMo),
generative pretraining (GPT), and bidirectional encoder representations from transformers
(BERT). ELMo [35] first learns the word embedding of each word through the language
model, and then dynamically adjusts the word embedding according to the context [36–38],
which can solve the problem of polysemy and realize the function of semantic relationship
judgment at the same time [39]. In terms of feature extractor, ELMo adopts the LSTM,
but a new feature extractor transformer [40] was proposed later, and the feature extraction
ability proved to be better than LSTM. Therefore, based on transformer as the feature
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extractor [41,42], GPT is proposed [43]. The model is first pretrained through the language
model, and then fine-tuned to access the downstream tasks; however, the model is a one-
way language model [44,45], that is, when predicting words in sentences, it only pays
attention to the above without considering the following, so it is not comprehensive in
semantic understanding. In order to consider the semantic information in two word order
directions at the same time, BERT [16] is proposed. It is a two-way language model based
on transformer. Through the training of large datasets, a general pre-trained model with
strong transferring ability is obtained [46,47].

3. Materials and Methods
3.1. Word2vec

Word2vec is a word vector generation method based on word embedding. Its core
idea is the distributed expression of words, which maps words to vectors with definable
dimensions. Because the context of the current word is considered in the training process,
a low-dimensional dense vector with semantic information can be generated.

Specifically, each statement in a text paragraph is essentially a word sequence, ex-
pressed as d =

[
d(1), d(2), . . . , d(j), . . . , d(n)

]
, where d(j) represents the word at the current

jth position in the sequence, and n is the sequence length, that is, the number of words con-
tained. In order to obtain the word vector, we need to construct the mapping relationship
between the current word and its context, that is, d(i) = f (d(j)), i 6= j, the mapping relation-
ship is trained through the neural network structure, and the hidden layer weight obtained
in the training process is the word vector. Word2vec consists of CBOW and skip-gram.

3.1.1. Continuous Bag of Words (CBOW)

CBOW constructs the mapping relationship between the two adjacent words before
and after the current word as the context, that is, the current word is predicted by the context,
that is, d(j) = f (d(j−2), d(j−1), d(j+1), d(j+2)). The specific structure of the model is shown
in Figure 1a. The average value of the word vector of the context is input as the weight,
and then converted into the conditional probability p(d(j) | d(j−2), d(j−1), d(j+1), d(j+2)) of
the current word under the condition of the context through the softmax activation function,
to realize the semantic association between the current word and the context.

Figure 1. Word2vec ((a): CBOW (b): Skip-Gram).

3.1.2. Skip-Gram

Different from CBOW, skip-gram uses the current word to predict the context, and the
scope of the context is definable. Its size of sliding window is called skip-window, as shown
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in Figure 1b. Letting the window size above and below be 2, respectively, and taking this
as an example, the mapping relationship d(j+c) = f (d(j)), c = ±1,±2 can be obtained.
Then, similar to the training process of CBOW, feature extraction is carried out through
the hidden layer, and finally probabilistic conversion is carried out through the softmax
activation function to obtain the condition probability p(d(j+c) | d(j)), c = ±1,±2.

3.2. Para2vec

Because the word2vec model does not consider paragraph factors in semantic learning,
that is, the relationship between ordered clauses of a sentence, the para2vec model is
proposed on this basis. The model mainly introduces a paragraph component with the
same structure as the context component to predict the current word, namely the DM
model, or the context is predicted by paragraph component, that is, the DBOW model.

3.2.1. Distributed Memory (DM)

DM is extended from CBOW. It also predicts the current word through context. On this
basis, it adds paragraph ID and generates paragraph vector with the same structure as
word vector. The paragraph component and context component are accumulated and
connected together and sent to the network for training. Finally, it also uses softmax
activation function for probabilistic conversion to obtain the conditional probability of the
current word. In general, the DM model introduces word vector and paragraph vector into
the process of semantic learning to predict the probability distribution of the current target
word. The specific structure of the model is shown in Figure 2a.

Figure 2. Para2vec ((a): DM (b): DBOW).

3.2.2. Distributed Bag of Words (DBOW)

DBOW is extended through skip-gram. It takes the context as the prediction target,
and the range of the context to be predicted can also be determined by defining the
size of the sliding window; the specific structure of the model is shown in Figure 2b.
However, unlike skip-gram, DBOW does not directly use the current word, but takes the
paragraph vector based on the paragraph ID as the input, and the predicted context word
also comes from the inside of each input paragraph. Due to the two-way and orderly
semantic relationship between input and output, such a para2vec learns not only semantic
information, but also word order information.

3.3. Topic Model

Topic model is a kind of unsupervised learning model that analyzes text semantic
information by constructing relationship mapping between sentence space, topic space,
and word space.
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Let the sentence space be D, in which each element d represents a sentence. The sen-
tence can be regarded as a word sequence, so the sentence variable can be expressed as

di =
[
d(1)i , d(2)i , . . . , d(j)

i , . . . , d(ni)
i

]
i = 1, 2, . . . , N, j = 1, 2, . . . , ni. (1)

where d(j)
i represents the jth word in the ith sentence, N is the total number of sentence

elements, and ni is the total number of words in the ith sentence.
Let the topic space be T, where each element tk, k = 1, 2, . . . , K represents the topic,

and K is the number of types of topics.
Let the word space be W, where each element wv, v = 1, 2, . . . , V represents a word

and V is the number of types of words.
The distribution of each word in the sentence sequence is not random, but connected

through the intermediate variable of topic. Because it is unobservable, it is called hidden
variable, and the relative sentence variable and word variable are called observable variable.
The goal of the topic model is to mine text semantic information by constructing the
mapping relationship between the spaces of the above three variables. The common topic
model consists of latent semantic analysis (LSA) and latent Dirichlet allocation (LDA).

3.3.1. Latent Semantic Analysis (LSA)

LSA is a topic model based on allocation matrix. Let the allocation matrix be AN×n,
in which each element a(j)

i represents the word allocation probability at the jth position on
the ith sentence. The allocation matrix can be expressed by the product of the allocation
matrix BN×K between sentence space and topic space and the CK×n between topic space
and word space, that is, AN×n = BN×K · CK×n. Since the above distributions are hidden
and cannot be solved directly, the singular value decomposition method is used to obtain
the approximate estimates of BN×K and CK×n.

3.3.2. Latent Dirichlet Allocation (LDA)

Because the singular value decomposition method used in LSA is mechanical matrix
disassembly, it not only has a large amount of computation, but also does not consider the
problem of probability distribution. LDA avoids the above defects. The model models each
element in the sentence space, and then expands to the whole sentence space based on the
principle of independent and identically distributed.

The specific modeling process is as follows:
The topic distribution of the sentence can be expressed as a parameter vector

θi = [θi1, θi2, . . . , θik, . . . , θiK], i = 1, 2, . . . , N. (2)

where each component θik represents the distribution probability of the kth topic to which
the ith sentence belongs. The parameter vector obeys the Dirichlet distribution, and its
probability density function is

p(θi | a) =
Γ
(

∑K
k ak

)
∏K

k ak

K

∏
k

θ
ak−1
ik . (3)

where a = [a1, a2, . . . , ak, . . . , aK], ak > 0 is distribution parameter.
Then, the topic distribution of the ith sentence is constructed by the multinomial

distribution whose parameter is the parameter vector, and its probability density function is

p(t | θi) =

(
∑K

k tk

)
!

∏K
k tk!

K

∏
k

θ
tk
ik . (4)
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If each sample satisfies the principle of independent and identical distribution, the topic
distribution p(t | di) of the sentence can be randomly selected from the above distribution.

The word distribution of the topic can be expressed as a parameter vector

ηk = [ηk1, ηk2, . . . , ηkv, . . . , ηkV ], k = 1, 2, . . . , K. (5)

where each component ηkv represents the distribution probability of the vth word corre-
sponding to the kth topic. The parameter vector obeys the Dirichlet distribution, and its
probability density function is

p(ηk | b) =
Γ
(

∑V
v bv

)
∏V

v bv

V

∏
v

ηbv−1
kv . (6)

where b = [b1, b2, . . . , bv, . . . , bV ], bv ≥ 0 is distribution parameter.
Then, the word distribution corresponding to the kth topic is constructed by using the

multinomial distribution with the parameter vector as the distribution parameter, and its
probability density function is

p(w | ηk) =

(
∑V

v wv

)
!

∏V
v wv!

V

∏
v

ηwv
kv (7)

If each sample satisfies the principle of independent and identical distribution, the word
distribution p(w | tk) of the topic can be randomly selected from the above distribution.

The symbolic representation is shown in Table 1 below, the probability distribution
relationship between variables is shown in Figure 3, and the modeling process is shown in
Algorithm 1.

Figure 3. Probability distribution relationship between variables.

Table 1. List of mathematical symbols.

Symbol Meaning

d(j)
i

The component of the text sequence, which represents the jth word of the
ith sentence

ηkv Allocation probability when the kth topic corresponds to the vth word

b Distribution parameters of Dirichlet distribution obeyed by η

t(j)
i

The component of the topic sequence, which represents the topic
corresponding to the jth word of the ith sentence

θik Distribution probability of the kth topic to which the ith sentence belongs

a Distribution parameters of Dirichlet distribution obeyed by θ
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Algorithm 1 Modeling based on LDA model.

Input: text set D; topic set T; word set W; parameters a, b of Dirichlet distribution; length
ni of each sentence di ∈ D.

Output: allocation θik based on text-topic; allocation ηkv based on topic-word; probability
density p(t | θ) of topic; probability density p(w | η) of word; topic sequence t; sentence
sequence d.

1: Initialize a and b to 1 respectively.
2: for each di ∈ range (D) do
3: for each tk ∈ range (T) do
4: generate θik ∼ Dir(a) as p(t | di).
5: end for
6: end for
7: for each i ∈ range (N) do
8: for each j ∈ range (ni) do
9: generate t(j)

i ∼ Mult(θi).

10: generate d(j)
i ∼ Mult(η

t(j)
i
).

11: end for
12: end for
13: return θik, ηkv, p(t | θ), p(w | η), t =

[
t(j)
i

]
, d =

[
d(j)

i

]
.

3.4. Pretrained Model and Transfer Learning

Pretraining means that when the model starts training, it does not need to initialize
the parameters randomly from scratch, but initialize and then train on the basis of a set
of model parameters that have learned a large number of general features in advance.
BERT is a pretrained model. Through massive corpus training, word vectors with wide
applicability are obtained. At the same time, it can be optimized in specific tasks, which
greatly improves the experimental effect. The BERT model is a pretrained model based
on multitask learning on the basis of bidirectional deep transformer. A major structural
feature of BERT model is that it adopts a two-way self attention mechanism, which can take
into account the context information in this encoder and left and right adjacent encoders at
the same time.

The input layer of BERT consists of three layers, and the values of the three layers
are added as the output of transformer. The token layer is used to embed word vectors,
the segment layer is used to retrieve the sentences to which the word belongs, and the
position layer is used to locate the position of the word in the word vector sequence. Taking
Figure 4 as an example, when a piece of text data is input into the model, all words and
the identification between internal segments are embedded through the token layer, so
the composition of each word can be clearly distinguished in the token sequence. Then,
the words and paragraph identifiers belonging to the same paragraph in the text are marked
as the same category in the segment layer, that is, two sub-sentences in the sentence pair or
multiple sub-sentences in the long sentence can be distinguished. Finally, in the position
layer, each word and paragraph are identified and numbered consecutively as position
embedding, which also provides a basis for the model to learn word order information.

With its strong transferring ability, BERT can adapt to the transfer learning of different
downstream tasks. Therefore, it can be fine-tuned on the basis of the pretrained model,
build word vectors in the way of transfer learning, improve the model performance and
generalization ability, and reduce the demand for large-scale labeled data.



Processes 2022, 10, 350 9 of 16

Figure 4. Input layer of BERT.

3.5. Text Similarity Calculation Based on Topic Modeling and Transfer-Learning-Based Text
Vectorization (TTTV)

Deep learning involves a large number of operations. At the same time, the training
of a neural network model also needs the supply of big data [48]. If the training task is
initialized from scratch and solved iteratively every time, it will not only be inefficient,
but also cause a waste of computing resources [49]. Therefore, this paper adopts the transfer
learning method based on a pretrained model for training. The pretrained model was
trained by large datasets, and we can directly use its corresponding structure and weight.
In order to adapt to specific tasks, we can freeze some of its network layers, and then train
the unfrozen parts on a small scale based on specific task datasets, and dynamically adjust
the parameters to adapt to the characteristics of downstream tasks.

TTTV can be used to measure the similarity of texts with different contents belonging
to the same topic. The first is keyword extraction. The text data is modeled by LDA
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belonging to the topic model, the mapping relationship among sentence space, topic space,
and word space is constructed, and the number of keywords to be extracted is set. The P
(precision), R (recall), and F1 (F1 measure) are used as measurement indicators, i.e.,

P =
|T1| ∩ |T2|
|T1|

. (8)

R =
|T1| ∩ |T2|
|T2|

. (9)

F1 = 2PR/(P + R). (10)

where T1 represents the extracted keyword set, and T2 represents the keyword set marked
by the original text. We comprehensively consider the above indicators and select the
topic model parameters with the highest extraction performance for subsequent operations.
After that, text vectorization is carried out, and the text vector is obtained through the
transfer learning of the BERT model. We select the text vectors x1 and x2 generated by pairs
of text data d1 and d2 belonging to the same topic but different contents, calculate their
cosine distance, and define it as the similarity of the text to which they belong, i.e.,

similarity(d1, d2)
def
= cosine(x1, x2) =

x1 · x2

||x1|| · ||x2||
(11)

See Algorithm 2 for the specific process.

Algorithm 2 Text similarity based on TTTV.

Input: text set D; number K of keywords.
Output: similarity (d1, d2); ∀d1, d2 ∈ D.

1: for each di ∈ range (D) do
2: for each k ∈ range (K) do
3: extract keywordk of di through LDA.
4: end for
5: generate vector xi of text di.
6: based on set {keywordk} through BERT.
7: end for
8: cosine(x1, x2)← x1·x2

||x1||·||x2||
.

9: similarity(d1, d2)← cosine(x1, x2).
10: return similarity(d1, d2).

4. Experiment
4.1. Experimental Environment and Data

The experimental environment is an Intel i7 processor with 16 GB memory, the pro-
gramming language is Python, the Jieba is used for text word segmentation, and the Gensim
is used for text vectorization training. The data used in the experiment is Sogou laboratory
news dataset, including 18 subjects in international, sports, society, entertainment, and
other fields, with a total of 1.02 GB news text data.

4.2. Experimental Setup and Analysis of Experimental Results

In this paper, cosine distance is used as the evaluation index to calculate the similarity
between texts, to evaluate whether the vectors generated by different text vectorization
methods can accurately judge whether the contents of any two texts belong to the same
topic, and a comparative experiment is set up. In the keyword extraction stage, the tradi-
tional frequency-based TFIDF method and the topic model method used in this paper are
used to extract the keywords of the text, to compare the impact of the extraction results
on the performance of the final generated text vector. The topic model method can be
compared in two cases: latent semantic analysis model (LSA) and latent Dirichlet allo-
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cation model (LDA). In the text vector generation stage, the word2vec method and the
para2vec method are used for text vectorization, respectively. The word2vec method can be
compared in the continuous bag of words (CBOW) model and skip-gram model, and the
para2vec method can be compared in the distributed memory model (DM) and distributed
bag of words model (DBOW). Finally, it is compared with the transfer learning method
using the BERT model.

The experimental results are shown in Tables 2 and 3 and Figures 5–8. The first is text
keyword extraction. We set the keyword extraction number to 3–18, respectively, and calcu-
late the P (precision), R (recall), and F1 (F1 measure) to evaluate the extraction effect.

Table 2. Keyword extraction.

Method
K = 3 K = 4 K = 5 K = 6

P R F1 P R F1 P R F1 P R F1

TFIDF 0.67 0.11 0.19 0.75 0.17 0.27 0.80 0.22 0.35 0.83 0.28 0.42

LSA 0.67 0.11 0.19 0.50 0.11 0.18 0.60 0.17 0.26 0.67 0.22 0.33

LDA 0.66 0.11 0.19 0.75 0.17 0.27 0.60 0.17 0.26 0.67 0.22 0.33

Method
K = 7 K = 8 K = 9 K = 10

P R F1 P R F1 P R F1 P R F1

TFIDF 0.71 0.28 0.40 0.63 0.28 0.38 0.56 0.28 0.37 0.50 0.28 0.36

LSA 0.71 0.28 0.40 0.75 0.33 0.46 0.67 0.33 0.44 0.60 0.33 0.43

LDA 0.86 0.33 0.48 0.75 0.33 0.46 0.78 0.39 0.52 0.70 0.38 0.50

Method
K = 11 K = 12 K = 13 K = 14

P R F1 P R F1 P R F1 P R F1

TFIDF 0.45 0.28 0.34 0.42 0.28 0.33 0.46 0.33 0.39 0.50 0.39 0.44

LSA 0.55 0.33 0.41 0.50 0.33 0.40 0.46 0.33 0.39 0.43 0.33 0.38

LDA 0.82 0.50 0.62 0.75 0.50 0.60 0.77 0.56 0.65 0.79 0.61 0.69

Method
K = 15 K = 16 K = 17 K = 18

P R F1 P R F1 P R F1 P R F1

TFIDF 0.53 0.44 0.48 0.56 0.50 0.53 0.59 0.56 0.57 0.61 0.61 0.61

LSA 0.40 0.33 0.36 0.38 0.33 0.35 0.35 0.33 0.34 0.50 0.50 0.50

LDA 0.73 0.61 0.67 0.75 0.67 0.71 0.71 0.67 0.69 0.72 0.72 0.72

Table 3. Average text similarity.

Keyword Extraction
word2vec para2vec Pre-Trained

CBOW Skip-Gram DM DBOW BERT

TFIDF 0.68 0.67 0.81 0.79 0.82
LSA 0.71 0.72 0.82 0.82 0.83
LDA 0.78 0.79 0.83 0.84 0.86

It can be seen from Figures 5–7 that in terms of extraction accuracy, when the keyword
extraction number is less than or equal to six, the extraction precision of TFIDF method
and LSA method shows an increasing trend, while the extraction precision of LDA method
fluctuates but is relatively stable. When the keyword extraction number is located in [6,12]
and [8,17], respectively, the extraction precision of TFIDF method and LSA method begins
to decline, and the extraction precision of LDA method tends to be stable between 0.7–0.8.
It can be seen that the method using non-LDA model is not suitable for the extraction of
more keywords.
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Figure 5. Experimental results of P.

Figure 6. Experimental results of R.

Figure 7. Experimental results of F1.
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In terms of extraction recall, when the keyword extraction number is less than or equal
to six, the extraction recall of each extraction method shows an increasing trend. When the
keyword extraction number is located in the [6,12] interval and [8,17] interval, respectively,
the extraction recall of the TFIDF method and the LSA method does not increase or decrease,
indicating that the learning ability of non-LDA model for sample features is limited by
local optimization. The recall of LDA extraction still shows a gradual upward trend.

Since it is not comprehensive to evaluate the extraction performance by precision or
recall alone, the extraction performance can be comprehensively evaluated by its harmonic
mean F1 measure. The F1 measure of the TFIDF method and the LSA method continues
to decrease in [6,12] and [4,17], respectively, and the overall F1 measure is lower than that
of the LDA method. Therefore, text keyword extraction is carried out through the LDA
model, the extraction accuracy is high, and the performance is not easily affected by the
change of the set number of keywords.

To sum up, we set the keyword extraction number to 18, then carry out the next
vectorization operation, measure the similarity of paired text data belonging to the same
topic but different contents in the dataset, and sum and average the similarity calculation
results to obtain the average text similarity, as shown in Table 3 and Figure 8.

Figure 8. Comparison of text similarity calculation results.

Figure 8 lists five text vectorization methods: CBOW, skip-gram, DM, DBOW, and
BERT. On the premise of three keyword extraction methods, TFIDF, LSA, and LDA, we
measure the similarity of pairs of text data belonging to the same topic but different contents,
and calculate the average text similarity.

It can be seen from the figure that for each vectorization model, the average text
similarity calculated by the text vector generated on the premise of selecting LDA for
keyword extraction is higher than that calculated based on TFIDF and LSA, respectively.
This means that we can more accurately judge the text pairs with similar, or the same,
topics. At the same time, we can see that the similarity judgment performance of the text
vector generated by DM or DBOW is better than that calculated by CBOW or skip-gram
method, which means that the para2vec method based on paragraph vector combined
with word vector can grasp the text topic information more accurately than the word2vec
method considering only word vector.

Compared with the word2vec method, both the para2vec method and the BERT
method learn the semantic information in the text more effectively, so the performance is
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significantly improved when judging the text similarity. When comparing para2vec with
BERT, it is found that although BERT improves the similarity results, the improvement
range is not very large. This is because the BERT model is pretrained through a large
amount of corpus, so it focuses more on the learning of general features, while para2vec is
more suitable for the local feature learning of data with appropriate scale, but it is not good
at learning general features. In other words, these two models have their own advantages
and disadvantages, and the scalability brought by BERT with transfer learning will be an
important aspect to make up for its shortcomings. In addition to the differences in model
structure, another reason for this insignificant difference is that the dataset itself is relatively
clustered and stored through similar topics, so it does not create a more general data
distribution, that is, whether the texts of similar topics are clustered in the same round of
tests is completely random. Therefore, the performance superiority of the model proposed
in this paper is not obvious, although it does improve the experimental results.

Through comparison, the average text similarity results calculated by the text vector
generated by the LDA topic model combined with the BERT pretrained model are higher
than the above comparative experiments, that is, this method can judge the text pairs with
similar, or the same, topics relatively more accurately.

5. Conclusions

In order to measure the similarity of text pairs with similar, or the same, topic in news
texts, this paper proposes a text vectorization method combining topic model and transfer
learning. The text data is transformed into vectors, and the cosine distance is used as the
measurement index to calculate the similarity. By setting up comparative experiments,
it is proved that this method can obtain higher results when calculating the similarity of
text pairs with similar, or the same, topic, which means that it can more accurately judge
whether the text pair belongs to the same subject.

There is still much room for improvement for such methods, such as considering the
mapping relationship between vector dimension and semantic information, or adding
additional feature weights to text paragraphs. This is also a collection of methods to be
gradually improved in the next step, to facilitate more accurate semantic analysis and
research of the text. In addition to the BERT model, there are many available pretrained
models, such as RoBERTa [50], ALBERT [51], and SpanBERT [52]. Adding these models to
the comparative experiment to study the performance differences in the process of transfer
learning will become an entry point in our subsequent research.
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