
����������
�������

Citation: Zhang, B.; Shu, H.; Si, D.; Li,

W.; He, J.; Yan, W. Research and

Application of Power Grid

Maintenance Scheduling Strategy

under the Interactive Mode of New

Energy and Electrolytic Aluminum

Load. Processes 2022, 10, 606.

https://doi.org/10.3390/pr10030606

Academic Editors: António

Gomes Martins, Luís Pires Neves

and José Luís Sousa

Received: 18 February 2022

Accepted: 10 March 2022

Published: 20 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Research and Application of Power Grid Maintenance
Scheduling Strategy under the Interactive Mode of New
Energy and Electrolytic Aluminum Load
Bin Zhang 1,2,*, Hongchun Shu 1, Dajun Si 2, Wenyun Li 2, Jinding He 2 and Wenlin Yan 2

1 Faculty of Land and Resources Engineering, Kunming University of Science and Technology,
Kunming 650093, China; kmshc@sina.com

2 Yunnan Power Grid Co., Ltd., Kunming 650011, China; dajunsi1976@163.com (D.S.);
lwy6505@sina.com (W.L.); hejind@163.com (J.H.); gabyphg@163.com (W.Y.)

* Correspondence: gabyphd@163.com

Abstract: Formulating a reasonable and feasible unit maintenance scheme is a promising way to
eliminate potential risks and improve the reliability of power systems. However, the uncertainty
and volatility of new energy outputs, such as wind power, increase the difficulty of scheme formu-
lation. To overcome the complexity of uncertainty, a robust unit maintenance scheme considering
the uncertainty of new energy output and electrolytic aluminum load is established in this paper.
Considering the significant time-series characteristics of new energy, this paper first introduces
the definition and mathematical model of information granulation (IG), through which the initial
new energy output data can be transformed into fuzzy particles used for prediction and analysis.
Moreover, a support-vector machine (SVM) regression prediction model is adopted, and a corre-
sponding progressive search algorithm is designed to determine SVM parameters efficiently. Then, a
robust unit maintenance model is established considering the upper and lower predicted error. In
addition, electrolytic aluminum loads are allowed to participate in power system dispatch. Finally,
the modified reliability test system–Grid Modernization Lab Consortium (RTS–GMLC test system)
and an actual power grid in Southwest China are used to verify the accuracy and feasibility of the
proposed method.

Keywords: unit maintenance; wind energy; information granulation (IG) method; support-vector
machine (SVM); electrolytic aluminum load

1. Introduction

With the development of the economy and society, load and power generation capacity
are growing rapidly. The proportion of new energy is increasing. As mentioned in China’s
new energy power generation analysis report, by 2020, the installed capacity of new energy
power generation will reach 410 million KW, accounting for 20.6% of the total installed
capacity of the country. On the other hand, we can anticipate that with the national goal
of “reaching the peak of carbon” and “carbon neutralization”, new energy generation
and supporting projects will be developed on a larger scale all over the country in the
future. Compared with the traditional thermal power units, although the new energy has
the advantages of being clean and sustainable, the fluctuation of its output increases the
adverse impact of power systems’ steady-state operation and economic dispatch. Many
scholars have carried out valuable research. Some dispatch margin is reserved in [1],
considering increased wind generation, which can guarantee the security operation of the
power system. To deal with the uncertainty brought by new energy, the authors of [2–4]
adopted chance constraint, confidence intervals, and fuzzy methods, respectively, and
achieved good performance.
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The determination of maintenance schemes is an important way to eliminate oper-
ational risks and improve the reliability of power systems. Therefore, in the operation
scheduling of power systems, the operators must pay attention in order to formulate feasi-
ble unit maintenance schemes [5]. At present, the number of units in the system is large, and
there are many kinds of units, so more conditions and constraints need to be considered,
significantly increasing the complexity of scheme formulation. In addition, maintenance
schemes will affect many aspects of power systems, such as reliability assessment and
economic dispatch. When the units are scheduled for maintenance, the system output
will be reduced, which may bring the risk that the system power supply cannot meet the
demand—especially for areas with insufficient power when power consumption peaks.
Considering the adverse maintenance effects, preventive maintenance decisions are made
via multistage manufacturing systems in [6], some intelligent control methods and man-
agement modes are proposed for hydroelectric-generating units and thermal-generating
units in [7–9] and, for storage systems, a novel maintenance optimization model is built to
carry out reliability assessment via sequential inspection in [10].

Above all, unit maintenance decision making is the most critical problem in the power
system. At present, a shortage of coal resources sweeping across large swathes of China
has forced power rationing in some provinces. A suitable maintenance scheme could bring
great benefits and improve equipment efficiency. With the development of the power
grid, equipment maintenance decision making has roughly experienced three stages: post-
maintenance [11], planned maintenance [12], and condition-based maintenance [13]. If the
unit maintenance scheme is not properly arranged, it will not only cause the consumption
of power, but also affect the safe and reliable operation of the power system. For this reason,
the relevant literature has adopted data-driven methods, GA intelligent algorithms, etc.,
which enhance the stability of the system.

On the other hand, power systems are very complex artificial systems, and their
daily production scheduling process is based on the prediction of unknown factors, i.e.,
load and new energy output. Many prediction methods have been used, such as BPNN
and other ANN methods. Among them, the SVM (support-vector machine) method has
good generalization ability, so it is widely used in the field of data prediction [14,15].
SVM was first proposed by Dr. Vapnik. Similar to multilayer perceptron networks and
radial basis function networks, SVM can be used in pattern classification and nonlinear
regression [16,17]. The main principle of SVM is to establish a classification hyperplane
as the decision surface to maximize the isolation edge between positive and negative
examples. The generalization error rate of the learning machine is bounded by the sum of
the training error rate and a term dependent on the Vapnik–Chervonenkis dimension. In
the case of separable modes, the value for the former term is zero, and the latter term is
minimized [18].

However, due to the existence of objective conditions such as load forecasting error and
random outage of generating units, there are a series of uncertain factors in the operation
process of power systems, which are particularly prominent after the large-scale wind
power grid is connected. In the actual production scheduling process of power systems, a
certain rotating reserve capacity is maintained to deal with the uncertain factors. Once the
load or wind power output is inconsistent with the predicted value, the unit undertaking
the task of rotating reserve in the system will adjust the output, so as to ensure the power
supply of the system. The above method tends to ignore the sequential characteristics of
new energy output/load, and cannot fully explore the potential value behind the data,
making it difficult to obtain satisfactory results.

Thus, an improved support-vector machine (SVM) regression prediction model based
on the information granulation method is proposed in this paper, and can make full use of
the sequential characteristics of wind power output. Then, the prediction error is chosen to
describe uncertainty, and a corresponding robust unit maintenance model is established.

Figure 1 shows the whole process of drawing up the unit maintenance scheme. The
main structure of this paper is as follows: In Section 2, the concept and principle of the IG
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method is introduced. Based on Section 2, the improved SVM regression prediction model
and detailed mathematical model are described in Section 3. The modified RTS–GMLC
test system and actual power grid in Southwest China are used to verify the accuracy and
feasibility of the proposed method in Section 4. Section 5 summarizes the whole paper and
explores the potential research directions for the future.

Figure 1. The process of drawing up the unit maintenance scheme.

2. Definition and Theory of Information Granulation

The prediction of new energy output is very important for the dispatch and operation
of power systems. Traditional prediction methods, such as ANN and least squares methods,
tend to ignore the sequential characteristics of data, making it difficult to accurately predict
the trend of new energy output and describe uncertainty. In this section, the information
granulation (IG) method is introduced to explore the potential behind the data.

The concept of the IG method was first proposed by Professor L. A. Zadeh. Information
granulation is used to divide a whole system into several parts for research, and can be seen
as a special data clustering method. Each individual part is referred to as an information
granule. Generally speaking, an information granule is a set of elements that are combined
based on certain data that have similar attributes. Through this method of dealing with data,
operators can ignore the unimportant information, and grasp the essential characteristics
of the data themselves, thus improving efficiency and simplifying the problem.

As shown in the Figure 2, the IG method can be divided into two types: a non-fuzzy
IG method, and a fuzzy IG method. Because most of the attributes of information are
fuzzy, the fuzzy IG method is the most commonly used. Information granulation is usually
achieved by fuzzy set theory, rough set theory, and quotient space theory. The core of
information granulation is to determine a fuzzy particle model. Commonly used fuzzy
particle models include parabola, Gaussian, triangular, and trapezoid mathematical models.
The corresponding mathematical expressions are shown as (1)–(4), respectively:

A(x, a, b, c) = ax2 + bx + c, a 6= 0 (1)

A(x, a, b, c) = ae−
−(x−b)2

2c2 , a > 0 (2)

A(x, a, b, c) =


0 x < a

x−a
b−a a ≤ x ≤ b
−x+c
c−b b < x ≤ c
0 x > c

(3)
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A(x, a, b, c, d, k) =


0 x < a

x−a
b−a a ≤ x ≤ b
k b < x ≤ c

−x+d
−c+d c < x ≤ d

0 d < x

(4)

Figure 2. Schematic diagram of information granulation.

This paper mainly uses fuzzy set theory to establish the IG model, and the fuzzy
particle selects the triangular model. The fuzzy information granulation of new energy
output data mainly includes two steps: time window division, and fuzzy processing. Time
window division divides the high-dimensional time series into several subsequences in the
operation window. The object of fuzzy processing is to generate a time window, and then
create fuzzy information particles one by one.

3. Support-Vector Machine Regression Prediction Model

SVM can approach the nonlinear function with the required accuracy to obtain the
global optimal solution, and its convergence speed is rapid compared with the traditional
ANN algorithm. On the other hand, SVM is outstanding in small training samples, as well
as nonlinear and high-dimensional pattern recognition, so it is widely used in regression
prediction of time-series data. In this section, the mathematical model of SVM is first
introduced in Section 3.1. Then, the progressive search algorithm designed to determine
the optimal parameters is shown in Section 3.2.

3.1. Mathematical Model of SVM

The basic principle of SVM is to find the optimal hard margin separating hyperplane
in a linearly separable condition and make it meet the following Equation (5):

wTx + b = 0 (5)

where x represents the input vector—i.e., the output data of new energy after information
granulation—w is the weight coefficient, and b is the bias. For linearly inseparable cases,
the solution of SVM is to map linear inseparable input data into a high-dimensional linear
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separable feature space via a nonlinear mapping technique (kernel dot product), and
classification or regression is done in the feature space. It should be noted that certain
points are allowed to dissociate—i.e., introduce relaxation variables to construct a soft
margin separation hyperplane, which can be described by the following Equation (6):

minr,w,b
1
2‖w‖

2 + C
m
∑

i=1
ξi

s.t. y(i)(wT ϕ(x(i)) + b) ≥ 1− ξi
ξi ≥ 0, i = 1, . . . , m

(6)

where C represents the penalty coefficient, ϕ(x(i)) represents the mapping function in high-
dimensional feature space, and ξi represents the relaxation variable. Obviously, the model
in Equation (6) is a quadratic convex optimization problem, and the Lagrange function is
constructed as Equation (7).

L(w, b, ξ, a, r) = 1
2 wTw + C

m
∑

i=1
ξi−

m
∑

i=1
ai

[
y(i)(xT + b)− 1 + ξi

]
−

m
∑

i=1
γiξi

(7)

Then, the above Lagrange function (7) is substituted into Equation (6), and the dual-
optimization mathematical model is obtained as follows:

maxaW(a) =
m
∑

i=1
ai − 1

2

m
∑

i,j=1
x(i)y(i)aiaj

〈
φ(x(i)), φ(x(j))

〉
s.t. 0 ≤ ai ≤ C, i = 1, . . . , m ,

m
∑

i=1
aiy(i) = 0

(8)

The mathematical meaning of the model in (8) is to find the separation hyperplane
with the maximum spatial margin. Therefore, the regression function of the SVM can be
obtained as Equation (9):

f (x) =
n

∑
i=1

aiy(i)
〈

φ(x(i)), φ(x(j))
〉
+ b (9)

The mathematical model of regression function is simplified with the help of the inner
product kernel defined by Mercer’s theorem:

K(x(i), x(j)) =
〈

φ(x(i)), φ(x(j))
〉

(10)

Then, (10) is substituted into (9), and Equation (11) can be obtained as follows:

f (x) =
n

∑
i=1

aiyiK(x(i), x(j)) + b (11)

Finally, the regression prediction value of input data x can be calculated by Equation (11).
In order to more intuitively verify the performance of the SVM, this paper uses the

mean square error (MSE) and squared correlation coefficient (r2) as the assessment indices.
The corresponding mathematical calculation formula is as follows:

MSE =
1
n

n

∑
i=1

( f (xi)− yi)
2 (12)
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r2 =

(n
n
∑

i=1
f (xi)yi −

n
∑

i=1
f (xi)

n
∑

i=1
yi)

2

(n
n
∑

i=1
f (xi)

2−(
n
∑

i=1
f (xi))2)(n

n
∑

i=1
(yi)

2−(
n
∑

i=1
(yi))2)

(13)

where n represents the number of samples, xi represents the ith input datum, f (xi) represents
the ith training output datum, and yi represents the actual data.

To gain a better understanding, Figure 3 is given to show the whole data processing
flow. There are four common kernel functions (KFs), including linear, polynomial, radial
basis, and two-layer perception KFs. The core of SVM calculation is to find the separation
hyperplane with the maximum margin in high-dimensional feature space. The parameters
that need to be determined mainly include the penalty coefficient C and kernel function
parameter G. How to efficiently determine these two parameters is still a challenge. Thus, a
novel progressive search algorithm was designed to solve this problem, and the detailed
steps are discussed in the next section.

Figure 3. The model of the support-vector machine (SVM).

3.2. Progressive Search Algorithm

In previous studies, the penalty parameter C and kernel function (KF) parameter
G were arbitrarily given or determined by experience, making it difficult to meet the
requirement of high precision. The idea of a cross-validation (CV) method can achieve the
optimal parameter value in the majority of cases, effectively avoiding the occurrence of
over-learning or under-learning, and finally getting an ideal accuracy for the prediction of
the test set. In this paper, the K-fold cross-validation (K-CV) method is adopted, and its
detailed steps are as follows:

Firstly, divide the original data into k groups evenly, make a verification set for each
data subset separately, and then use the rest of the k−1 subset data as the training set. In this
way, k different models will be obtained. The average of the regression prediction accuracy
of the k verification sets will be used as the performance index with the K-CV method.
The value of k is generally larger than or equal to 2 theoretically. In actual operation, it is
generally taken from 3; only when the amount of data in the original dataset is small will it
try to take 2. Compared with other methods, such as the hold-out method and leave-one-
Out cross-validation (LOO-CV), the K-CV method can effectively avoid the occurrence of
over-learning and under-learning; thus, its final results are persuasive.

In addition, different combinations of C and G may achieve the same regression
prediction effect. In this situation, select the group with the smallest value of parameter
C for the optimal parameters to achieve the highest regression prediction accuracy. If there
are multiple groups corresponding to the smallest value of parameter C, then select the
first group’s C and G as the optimal parameters. The reason for this is that too large a value
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of the penalty parameter C will lead to the occurrence of over-learning, i.e., the regression
prediction accuracy of the training set is very high and the regression prediction accuracy
of the test set is very low (the generalization ability of the regression prediction is reduced).
Therefore, in all combinations of penalty parameter C and kernel function (KF) parameter
G that can achieve the highest accuracy, it is considered that the smaller value of penalty
parameter C is the better selection object.

At the same time, in order to improve the computational efficiency, the values of C
and G are discretized with a base-2 logarithm and searched gradually—that is, firstly, the
values of C and G can be changed with a large step to roughly determine the range of
parameters to be calculated; then, a small-step search is used to accurately determine the
parameter value.

4. Designation of a Robust Unit Maintenance Scheme
4.1. Analysis of Uncertainty

The traditional uncertain modeling method is used to give an uncertain interval;
however, some challenges remain. If the range of the uncertain interval is too small, it will
lead to insufficient system safety margins and increased operational risk. On the other
hand, if the range is too large, the calculation results will be conservative and unable to
make full use of new energy, resulting in weak consumption capacity of new energy and
economic losses. Therefore, it is very important to give a reasonable and reliable prediction
uncertainty interval. Combined with the above, this paper uses the information granulation
method to extract the upper value, lower value, and average value of wind farm output
in time series. The uncertainty analysis is carried out to obtain the upper uncertainty and
lower uncertainty of new energy output prediction, as shown in the Figure 4, so as to
realize the accurate modeling of new energy output uncertainty.

Figure 4. The description of upper and lower uncertainty.

4.2. Mathematical Model of Robust Unit Maintenance

New energy, including wind and hydro resources, is mainly concentrated in the north-
west and southwest regions of China. In addition to the common load, these regions
also include a certain proportion of electrolytic aluminum load. Therefore, the charac-
teristics of electrolytic aluminum load need to be taken into account when formulating
the maintenance plan. The robust unit maintenance model considering the output uncer-
tainty of new energy and electrolytic aluminum load can be expressed by the following
mathematical model:

obj :
k

∑
i=1

λW(Ppre,i
w,t − Preal,i

w,t ) +
T

∑
t=1

λL(Peie,t − Pori
eie,t)+Fcoal,u (14)

Here Fcoal,i,t = ud,i,t(bun,i − br,min,i)δiPi
G,tCcoal (15)
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s.t. f (vi, θi, Pi, Qi) = 0 (16)

φi
tP

i,min
G,t ≤ φi

tP
i
G,t ≤ φi

tP
i,max
G,t (17)

Pmin
l ≤ Pl,t ≤ Pmax

l (18)

N

∑
i=1

φi
tP

i
G,t +

k

∑
i=1

Preal,i
w,t ≥

m

∑
i=1

Pi
load,t + Peie,t + Rr (19)

ti
o f f ≥ ti

down, ti
on ≥ ti

up (20)

Preal,i
w,t + µi

t ≤ Pmax,i
w,t (21)

µi,min
t ≤ µi

t ≤ µi,max
t (22)

− Rdown ≤ φi
tP

i
G,t − φi

t−1Pi
G,t−1 ≤ Rup (23)

T

∑
t=1

(αPori
eie,t + β(Pori

eie,t − Peie,min)) = Yorder (24)

h =

{
1 φi

t = 1, φi
t−1 = 0

0 else
(25)

τi
t =

{
1, when t /∈ [ti

m−s, ti
m−e]

0, else
(26)

N

∑
i=1

τi
t = NTdis −

N

∑
i=1

Ti
dur (27)

tm−e

∑
t=tm−s

τi
t ≤ 1 (28)

Pi
G,t = 0, when t ∈ [ti

m−s, ti
m−e] (29)

Peie,t

Peie,t +
m
∑

i=1
Pi

load,t

≤ 0.06 (30)

Here, the objective function (14) refers to the minimum sum of the wind abandonment
penalty cost, the power regulation cost of electrolytic aluminum load, and the deep peak
shaving cost of thermal power units. The detailed calculation method of the deep peak
shaving cost of thermal power units is shown in Equation (15). Equation (16) represents the
power flow equation constraint. Equation (17) represents the generator output constraint.
Equation (18) represents the line active power constraint to avoid overload of transmission
lines. Equation (19) represents the power balance constraint. Equation (20) represents the
unit startup and shutdown time constraint. Equation (21) represents the wind power output
constraint. Equation (22) represents the uncertainty constraint of wind power prediction
output. It should be noted that the upper and lower limits of uncertainty here are obtained
through the improved SVM model based on the IG method mentioned above. Equation (23)
represents the unit ramp rate constraint. Equation (24) represents the relationship between
power and yield before electrolytic aluminum load participating in demand response.
Equation (25) represents the calculation equation of the unit startup and shutdown state
coefficient. Equation (26) represents the maintenance time window constraint, i.e., the
maintenance is only scheduled at a specific time. Equation (27) represents the total main-
tenance time constraint. Equation (28) represents the maintenance continuity constraint.
Equation (29) represents the unit output constraint during maintenance. Equation (30)
represents the allowable power regulation range of the electrolytic aluminum load. In this
paper, the penalty coefficient of wind abandonment λw is 1000 and the reward coefficient
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of load regulation in the electrolytic aluminum load λL is 800. The detailed description of
other variables is shown in Nomenclature.

There is one point needed to explain the optimization model proposed in this paper:
when the power consumption of the electrolytic aluminum load changes, the total load
of the system will also change. As shown in Equation (30), at time t, when the power
consumed by the electrolytic aluminum load decreases, the proportion of electrolytic
aluminum load in the total load will also decrease. In order to better judge the power
variation range of the electrolytic aluminum load, Figure 5 is given to judge the power
regulation range of the electrolytic aluminum load.

Figure 5. The power regulation range of the electrolytic aluminum load.

5. Results Analysis

In this section, the feasibility and accuracy of the proposed method can be observed in
several cases.

5.1. Case Study 1: RTS–GMLC Test System
5.1.1. The Result of the IG Method

The wind power data used in this paper are from a wind farm in a certain area of the
United States, with longitude of −93.433685 and latitude of 40.877926. The value of wind
power was measured each hour. This paper selects a total of 2260 points from 6500 to 8760
for information granulation, as shown in Figure 6.

Figure 6. The output data of the wind farm used in this paper.

The result of information granulation is shown in Figure 7. After granulation pro-
cessing, the initial wind power information is decomposed into three data dimensions,
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namely, the average value, upper value, and lower value. Among them, the blue point
represents the lower value after information granulation, the green point represents the
upper value after information granulation, and the red point represents the average value
after information granulation.

Figure 7. The output value of wind energy after information granulation.

5.1.2. The Result of the SVM Model

The wind power data processed by information granulation—including the informa-
tion on the average value, upper value, and lower value—were respectively input as the
training data of the SVM. Through the progressive search algorithm, the optimal value of
penalty coefficient C and kernel function (KF) parameter G were finally determined. The
numerical simulation was carried out using MATLAB R2016b on a personal laptop with
Windows 7, 16 GB of memory, and an i5-7300HQ processor.

The calculation results are shown in Figures 8–11. In Figures 9 and 11, different colors
represent the mean square error (MSE), which can be calculated by Equation (13), and
several advantages can be observed and summed up.

Figure 8. The prediction effect of the lower value.
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Figure 9. Determination of optimal parameters using a progressive search algorithm when the lower
value prediction is carried out.

Figure 10. The prediction effect of the upper value.

1. Prediction accuracy of the SVM model: It can be seen from Figures 8 and 10
that the coincidence between input data points and output data points is very high. The
prediction error of the upper data is 3.2%, and the prediction error of the lower data is 2.7%.
This shows the high accuracy of the SVC model in data prediction, which can effectively
describe the change trend of new energy output, and then reduce the conservatism of
traditional robust methods;

2. Feasibility of the progressive search algorithm: As shown in Figures 9 and 11, the
progressive search algorithm first roughly determines the penalty coefficient C and the
kernel function parameter G, and then carries out a fast search in the yellow area in the
figure—that is, the area with large MSE—to reduce the computing time. In the blue area
with small value of MSE, the algorithm adopts a small step for analysis and calculation.
The total calculation time is 89.976 s. Considering that the time scale of China’s power grid
dispatching is 5–15 min, the proposed method meets the needs of online calculation of the
actual power grid system.
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Figure 11. Determination of optimal parameters using a progressive search algorithm when the
upper value prediction is carried out.

5.1.3. The Result of the Robust Unit Maintenance Model

In this paper, the modified RTS–GMLC test system was used to verify the feasibility
of the maintenance model. Here, two wind farms were connected at nodes 5 and 11, and
an energy-intensive enterprise was located at node 17. The total operation time scale was
52 h. The optimal maintenance scheme was calculated using Equations (14)–(30), and the
solver adopted was Gurobi. The total solution time was 47.0623 s, and the optimal total
cost obtained by the model was USD 12,756.0. The maintenance schedule of each unit is as
follows (Table 1):

Table 1. The maintenance schedule of each unit in the RTS–GMLC test system.

Unit Number Downtime Period Available
for Maintenance Unit Number Downtime Period Available

for Maintenance

1 4–7 11 2–5
2 5–6 12 8–13
3 20–22 13 9–11
4 31–34 14 42–46
5 23–28 15 28–31
6 11–14 16 12–14
7 21–25 17 25–26
8 44–46 18 26–27
9 19–21 19 11–12
10 17–19 20 37–39

At this time, the unit reserve rate of the system is shown in Figure 12.

5.2. Case Study 2: Actual Power Grid in Southwest China

An actual power grid in Southwest China was used to further illustrate the accu-
racy of the proposed method. The regional power grid includes one wind farm, two
energy-intensive enterprises—i.e., electrolytic aluminum load—and several substations
with different voltage levels. The detailed topology of the actual power grid in Southwest
China is shown in Figure 13. There are 20 units in this system, and the total maintenance
time is 24 h.
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Figure 12. The unit reserve rate of the system.

Figure 13. The topology of actual power grid in Southwest China.

By calculating Equations (14)–(30), the optimal downtime period available for the
maintenance of each unit can be obtained. The total calculation time is 36.34 s. The detailed
calculation results are shown in Tables 2 and 3. Meanwhile, in order to better verify the
effectiveness of the proposed method, the following comparison is made in this paper:
firstly, the dispatch flexibility provided by the electrolytic aluminum load is ignored, i.e., the
power consumed by the electrolytic aluminum load is seen as a constant value. Under
these conditions, the average wind power curtailment rate is 1.97%, and the penalty cost
caused by wind curtailment is USD 85,104. When incentive policies are adopted to guide
the electrolytic aluminum load to participate in dispatching, the average wind power
curtailment rate is 1.21%, and the value of objective function is USD 52,272. Obviously,
because the reward cost for the participation of the electrolytic aluminum load is lower
than the penalty cost for wind curtailment, the total economic investment of the system will
also be reduced. In general, the model proposed in this paper has significant advantages in
terms of economic and environmental benefits.
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Table 2. The results comparison between different models.

Model Average Wind Power
Curtailment Rate/% Total Cost/USD

Model proposed in this paper 1.21 52,272
Model not considering electrolytic

aluminum load 1.97 85,104

Table 3. The maintenance schedule of each unit in the actual power grid in Southwest China.

Unit Number Downtime Period Available
for Maintenance Unit Number Downtime Period Available

for Maintenance

1 5–7 11 20–22
2 8–11 12 1–3
3 13–15 13 2–5
4 8–9 14 14–17
5 5–6 15 6–8
6 6–8 16 3–5
7 11–13 17 12–14
8 17–19 18 18–20
9 6–7 19 7–9
10 20–23 20 19–22

6. Conclusions and Future Work

In order to reduce the conservatism of the traditional robust model, this paper first
adopted the information granulation method to extract the upper and lower information of
wind power output. Then, the SVM model and progressive search algorithm were designed
to predict the upper and lower data, respectively, in order to determine the change trend
of new energy output accurately, and the robust maintenance model was finally solved
through Gurobi. The accuracy and feasibility of the proposed method can be seen from
the cases. In future research, some more mature linearization methods and uncertainty
modeling methods will be studied to improve the new energy consumption level and
economic performance of the system.

In future research, the following can be carried out:

1. Study the economic dispatching and unit maintenance methods of power systems
under the background of low carbon emissions. Traditional thermal power-generating
units will produce a lot of carbon dioxide in the process of power generation, but
if power grids rely too much on new energy, such as wind power and light energy,
it will increase the risk during system operation. How to strike a balance between
low-carbon economic production and reliable operation of power systems remains
a challenge;

2. How to formulate a demand response plan during maintenance is also an urgent
problem to be solved. During the maintenance period, the output of the unit is reduced
sharply. At this time, the power grid can encourage consumers to reduce the demand
for load power. On the premise of meeting their basic living requirements, they can
achieve a win–win situation for both sides by adjusting the working conditions of air
conditioning, lighting, heating equipment, etc.
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Nomenclature

Pi
G,t Output of the i-th generator at time t

Pi,min
G,t , Pi,max

G,t Maximum and minimum output of the i-th generator at time t
Peie,t Power consumed by the electrolytic aluminum load at time t
Fcoal,i,t Deep peak regulation cost of thermal power units
ud,i,t Status flag of deep peak regulation at time t

bun,i
Coal consumption rate of the thermal power unit under normal
minimum output state

br,min,i
Coal consumption rate of the thermal power unit under deep peak
regulation state

δi Coal consumption rate of the thermal power unit under normal rated output
Ccoal Unit coal price
N The number of generators
k The number of wind farms integrated with the power grid
λw Penalty coefficient of wind abandonment
m The number of load nodes
Pmax,i

w,t Maximum output of the i-th wind farm at time t
Preal,i

w,t Actual consumed power of the i-th wind farm at time t
Pl,t Power in the line at time t
Pmin

l , Pmax
l Maximum and minimum power in the line

φi
t Unit status flag

Pi
load,t Power of the i-th load at the time t

Pori
eie,t

Original power consumed by the electrolytic aluminum load
before participating in demand response

λL Reward coefficient of power regulation in the electrolytic aluminum load
ti
o f f , ti

on Startup and shutdown time of the i-th unit
ti
down, ti

up The minimum startup and shutdown time of the i-th unit
µi

t Uncertainty of wind power output
µi,min

t , µi,max
t Upper and lower uncertainty limits of wind power output

Pi
G,t−1 Output of the i-th generator at time t − 1

Rdown, Rup The maximum upper and lower value of unit ramp rate
Rr Unit reserve of the system
ti
m−s, ti

m−e Start time and end time of the maintenance plan
Tdis Total time of power system dispatching
Ti

dur Duration of unit maintenance
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