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Abstract: The classification effect of hyperspectral remote sensing images is greatly affected by the
problem of dimensionality. Feature extraction, as a common dimension reduction method, can
make up for the deficiency of the classification of hyperspectral remote sensing images. However,
different feature extraction methods and classification methods adapt to different conditions and
lack comprehensive comparative analysis. Therefore, principal component analysis (PCA), linear
discriminant analysis (LDA), and locality preserving projections (LPP) were selected to reduce the
dimensionality of hyperspectral remote sensing images, and subsequently, support vector machine
(SVM), random forest (RF), and the k-nearest neighbor (KNN) were used to classify the output images,
respectively. In the experiment, two hyperspectral remote sensing data groups were used to evaluate
the nine combination methods. The experimental results show that the classification effect of the
combination method when applying principal component analysis and support vector machine is
better than the other eight combination methods.
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1. Introduction

Hyperspectral remote sensing has high spectral resolution, and can obtain the spectral
characteristics and differences of ground objects comprehensively and carefully, thus,
greatly improving the accuracy of ground object classification [1]. Hyperspectral Images
are highly innovative remote sensing imageries, and contain hundreds of continuous
narrow spectral bands [2]. However, classifying HSIs efficiently is a major challenge
for scientists and researchers [3]. Some of these challenges have been indicated, such
as the increased presence of redundant spectral information and high dimensionality in
observed data [4]. Several machine learning classifiers have been used for classifying
HSIs. In recent years, deep-learning-based classifiers have been extensively studied in
hyperspectral image classification [5-7]; they can achieve better classification effects, but
the parameters involved are complicated. Unlike deep-learning-based classifiers, the
traditional unsupervised machine learning classifiers include fuzzy C-means (FCM) and
K-means (KM). Alternatively, the supervised classifiers, (e.g., k-nearest neighbor (KNN),
Gaussian mixture model (GMM), support vector machine (SVM), random forest (RF), and
artificial neural network (ANN)) have been widely used in the classification of HSIs [8-10].
The single classifier is simple to implement and suitable for classifying data with small
samples and high dimensional features. However, both theory and practice show that no
classifier is superior to others in nature due to the characteristics of hyperspectral remote
sensing data, training samples, and the classifier itself [11,12].

Because hyperspectral remote sensing has many bands, a strong correlation between
adjacent bands, and a large amount of data, it is easy to cause problems such as “dimension
disaster” [13], which has a great influence on ground object classification; therefore, before
classification, hyperspectral remote sensing images are often reduced to retain the original
image information to the maximum extent and facilitate better understanding, analysis,
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and processing of hyperspectral data [12]. One method of dimensionality reduction is band
selection, which selects a band subset of the original image according to certain metric crite-
ria or methods. Although this method can select specific bands with key functions, it is easy
to ignore important information about other bands. The other method is feature extraction,
which makes the original image data achieve the optimal feature in a certain sense. Feature
extraction can be divided into linear and nonlinear feature extraction methods [14]. Com-
mon linear feature extraction methods include: principal component analysis (PCA) [15],
linear discriminant analysis (LDA) [16], and locality preserving projections (LPP) [17], etc.
These methods can successfully preserve the spectral characteristic information of local
objects, and are simple to implement and fast to calculate. Nonlinear feature extraction
methods include: kernel principal component analysis (KPCA) [18], kernel independent
component analysis (KICA) [19], local linear embedding (LLE) [20], Laplacian eigenmaps
(LE) [21], etc. However, which can better represent the structure of hyperspectral data is
uncertain [22], and although homotopy disruption strategy (HPM) can be utilized to exam-
ine the logical surmised answer for the nonlinear control issue [23], their implementation
is relatively complex. Selecting appropriate feature extraction methods can improve the
processing speed and reduce the time of extracting valuable information. Therefore, many
researchers have studied the comparison of different feature extraction methods [24-26],
which provide references for the classification of different types of hyperspectral data.

In the application of hyperspectral remote sensing, the simplest classification method
is usually adopted to ensure the accuracy of the classification and improve the efficiency
of operation. In addition, the combination of different feature extraction methods and
classifiers has different effects on hyperspectral image classification. However, the current
research mainly compares the classification effects of different feature extraction methods or
classifiers alone, which is not conducive to the further application of classification methods
in the hyperspectral field. Therefore, the present comprehensive analysis of the current
research on feature extraction adopted three of the most typical feature extraction methods
and three different classifiers, respectively, selected two study areas of hyperspectral image
datasets to design the classification experiment, and finally, compared the classification
effects of different combination methods.

The research has two main advantages: (1) it discusses the advantages and disad-
vantages of different combination methods, and thus can provide a reference for the
classification of hyperspectral remote sensing images; (2) on the basis of easy acquisition
and simple operation, the applicability of different combination methods to different types
of hyperspectral data is explored, which provides a reference for the practical application
of hyperspectral remote sensing image classification and saves time in method selection.

2. Theoretical Methods

In this paper, the unsupervised feature extraction method PCA, and the supervised
feature extraction methods LDA and LPP are selected from among common feature ex-
traction methods to reduce the dimensionality of original hyperspectral images, and the
common single classifiers SVM, RF, and KNN are selected to classify the images after
dimensionality reduction.

2.1. Feature Extraction Method
2.1.1. Principal Component Analysis (PCA)

PCA is an unsupervised feature extraction method. Its main function is to reduce
dimension by mapping the sample data from high-dimensional space to low-dimensional
space through an orthogonal matrix. In the original space, the largest variance in the first
set of axes represent the original data direction, the second set of axes represent the largest
variance in the first set of the orthogonal plane coordinate system, the third set of axes
represent the largest variance in the first and second group axis orthogonal plane, and so
on. Therefore, most of the variance is retained in the first K coordinate axes, that is, the
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K-dimensional space is reconstructed based on the original feature space, and this space
contains most of the important information regarding the original space.

Let the original sample matrix be X = [x1,x2,%3,...,%,] € R™*", where m and n
represent the characteristic dimension and sample number, respectively, and the sample

n
mean is 0. Therefore, when x = % Y x; =0, the low-dimensional matrix is obtained after
i=1

mapping. The PCA algorithm tries to find a set of optimal orthogonal basis vectors to
minimize the reconstruction error function:

n k
6= ) lwi—3 (BF - x)Ball” M
i=1 a=1
{Balla=1,...,k} is the set of partial orthogonal basis vectors.
If the mapping matrix is U = {B1,...,Bx}, U € R¥K, then y; = UTx;, and thus
Y = UTX, and if it satisfies the constraint conditions UTU = I, then I is the identity matrix.
Subsequently, the objective function can be expressed as:

X — LI(UTx,-) H2 (2)

argminz ‘
u
To solve the objective function is to solve the eigenvalue problem:
XX'B; = AiBi ®)

where A; is the eigenvalue, and the optimal orthogonal basis vector is composed of the k
maximum eigenvalue pairs of the eigenvectors solved by the above formula, which can
finally form the mapping matrix U.

The PCA algorithm is the most commonly used dimension reduction method, and is
suitable for the condition of the global linear low-dimensional structure, and has a good
effect on linear data.

2.1.2. Linear Discriminant Analysis (LDA)

LDA is a feature extraction method of supervised learning. Its basic function is to
project the sample data of high-dimensional space into low-dimensional space to meet
the requirement of “the minimum variance within the class and the maximum variance
between classes”; that is, the projection points of the data of the same category are as close
as possible, and those of different classes are as far as possible.

In the LDA algorithm, the mapping matrix is set as U and satisfies Fisher’s crite-

rion function:
Tr (UTSpU)
arg max

u Tr(UTS,U) @)

where Sy, is the interclass dispersion matrix of samples, S, is the in-class dispersion matrix
of the sample. Assuming that the number of categories is C, n; is the class i sample, ¥; and
X are the mean of the class i sample and the population mean of the sample, respectively.
Considering that § is the sample population discrete matrix, then S;, and S, can be defined as:

& 0
Sp = Ezni(xi—x)(xi—x)T ©)
i=1
1& _ T
R ©
=1
Sw =S-S5,
n C L 7
= xxT — LY nxE” @)
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Solving the optimal mapping matrix U is equivalent to solving the generalized eigen-
value problem: SpU; = A;S,,U;, as the rank of Sy, is, at most, C — 1; therefore, the maximum
dimension of the space after LDA mapping is also C — 1.

The LDA algorithm assumes that data conform to Gaussian distribution, so it is not
suitable for dimensionality reduction in non-Gaussian distribution samples. As LDA
information is measured by mean size, the effect of dimension reduction is poor when
sample classification information depends on the variance rather than the mean.

2.1.3. Locality Preserving Projections (LPP)

LPP mainly constructs a graph containing neighborhood information of a dataset
comprising high-dimensional data, and then calculates a transformation matrix using the
concept of the Laplacian operator [15] to map data points onto a low-dimensional subspace.
This linear transformation preserves local neighborhood information well.

The LPP algorithm assumes that the two sample points, x; and x;, which are very close
to each other in the original space, are also very close to the corresponding points, y; and
Y after being projected into the low-dimensional space. Its objective function is:

minz (yi — y].)ZWl-]- (8)
ij

where Wj; represents weights. There are two ways to construct these weights.

The first method is a thermonuclear method that utilizes the Euclidean distance
between samples to determine the corresponding weight, i.e., the closer the distance, the
greater the weight, and vice versa. By introducing thermonuclear parameter t, the weight

can be expressed as:
e 12

Wij=e 7 9

The second method is relatively simple. As long as the two points are adjacent, the
weight between samples is set as 1; however, this method cannot distinguish the affinity
between sample points effectively. The objective function can be further derived as:

= min Z(UTxi - UTx]')ZWi'

ij
= minu’X(D — W)XTu
=min uT XLX u

1
= min Z UTxl'Dil‘xiTU—Z UTxiDl-]-x]-TU (10)
1

where L is the Laplace matrix, D;; = }_ Wj;. Since the larger D;; is, the more important y; is,
j

the formula U” XLXTU = 1 is introduced. Finally, the objective function can be transformed
into an eigenvalue to solve the problem:

XLX"U = AXDX"U (11)

The LPP algorithm is suitable for processing nonlinear sample data because LPP can
maintain the nonlinear relationship after dimensionality reduction.

2.2. Classification Methods

The most representative machine learning classification methods in hyperspectral
remote sensing image classification mainly include SVM, RF, and KNN.
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2.2.1. Support Vector Machine (SVM)

The SVM is a supervised learning algorithm widely used in two or more linear and
nonlinear classifications. The purpose of the SVM algorithm is to try to find an optimal
hyperplane and ensure the maximum distance between various sample points and this plane.

For linear problems, any hyperplane can be expressed by the linear equation shown below:

wix+b=0 (12)

where w is the weight vector and b is bias. In higher dimensional space, the distance from
the sample point to the hyperplane is:

wlix+b

Tl 13)

To maximize the distance between the sample point closest to the hyperplane and
the hyperplane, this distance can be transformed into a minimization function L(w) under
additional constraints, which implies that the hyperplane correctly classifies all training
samples, x;, as:

min%Hsz, s.t.y; ('wai + b) >1 (14)

This is a Lagrangian optimization problem. The weight vector w and bias b of the
optimal hyperplane can be obtained by Lagrangian multiplication.

For nonlinear problems, linearly separable support vector machines cannot solve
them well, so nonlinear transformation is used to transform nonlinear problems into linear
problems. In addition, ®(x) represents the feature vector after the original data is mapped,
and the hyperplane can be expressed as:

f(x) =wld(x) +b (15)

therefore, we have the minimization function:

.1
n;g1§||w||2, sty (wld(x)+b) >1 (16)

(i=1,2...,m)

The SVM can model linear and nonlinear problems based on the kernel, but it is not
suitable for large and /or noisy datasets.

2.2.2. Random Forest (RF)

RF is a classifier model composed of multiple decision trees, and the final output
of the model is jointly determined by every moment in the decision tree in the forest.
RF can deal with regression problems and classification problems. When dealing with
classification problems, each decision tree will randomly select training samples and
distinguish categories. Finally, the output categories of each decision tree will be considered
comprehensively to determine the category of test samples by voting. The main steps to
build an RF are:

(1) Extract k training subsets from the original training set, corresponding to k decision
trees, respectively.

(2) The growth of each decision tree includes two processes. First, random feature
variables are selected, and n features (n < N) are randomly selected at each node
of each tree. The other is node splitting. The information contained in each feature
is calculated, and the feature with the best classification ability is selected among n
features for node splitting.

(38) Generate a random forest, do not prune each tree to maximize its growth, and finally,
all decision trees constitute a random forest.
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(4) After the random forest is constructed, the samples are input into the classifier. Each
decision tree predicts the corresponding category for each sample, and records it
by voting. The category with the most votes becomes the determined category of
the sample.

2.2.3. K-Nearest Neighbor (KNN)

KNN is a classification algorithm. It sets the number of samples of each sample
and its nearest neighbor. If most of these nearest neighbor samples belong to a certain
category, it identifies that the sample also belongs to the same category. According to the
distance between different characteristic values, data separation is generally carried out

using Euclidean distance:
1

L= (ﬁ xl(l) —x](l)’p> P (17)

=1

where p is a variable parameter. When p is 1, L is the Manhattan distance (corresponding to
L1 norm), when p is 2, L is the Euclidean distance (corresponding to L2 norm), and when
p tends to infinity, L is the Chebyshev distance, namely, the maximum distance of each
coordinate axis. Additionally, ! represents the vector dimension of the sample, and i and j
represent the training sample vector of the ith and jth input, respectively.

As for the selection of the nearest neighbor sample number k value, when the k value is
small, the existing training set can be well predicted, but the overall model becomes complex
and prone to the overfitting phenomenon. When the k value is very large, the test error of
the test set can be reduced, but the overall model becomes simpler, and the approximate
error will increase. Therefore, in application, the value of k is generally selected as a small
value, and the optimal value is usually found via a suboptimal verification method.

3. Data and Implementation

In this paper, hyperspectral datasets of two regions are selected for experimentation.
The first hyperspectral dataset is for the Yellow River Estuary Experimental Zone, Dongying
City, Shandong Province, China. The hyperspectral remote sensing images were acquired
by the AHSI sensor on China’s Gaofen-5 satellite in 2018, covering 330 bands from visible to
shortwave infrared region (0.39-2.51 pm) with a spatial resolution of 30 m. After eliminating
the substandard bands, image data of 285 bands were used for the experiment. The size of
the experiment area was 721 pixels x 676 pixels, including 17 types of ground objects, such
as the Suaeda salsa, pond, and floodplain. To obtain sufficient training samples, eight types
of ground objects were removed, and the remaining nine types were used for experimental
analysis. During the experiment, 10 samples in each category were selected for training.
The distribution of the false-color image map and ground sample data for this area is shown
in Figure 1, and the sample distribution is shown in Table 1. The second hyperspectral
dataset comprises the Pavia University data (PaviaU for short) from the University of Pavia,
Italy, acquired by the airborne reflective optical spectral imager ROSIS-03 in Germany in
2003. The spectral imager acquired 115 continuous band images in the wavelength range
of 0.43 to 0.86 um with a spatial resolution of 1.3 m. The bands affected by noise were
removed, and the remaining 103 spectral bands were retained. The size of the area was
610 pixels x 340 pixels, including nine types of ground objects, such as trees, asphalt roads,
bricks, meadows, etc. During the experiment, 5% of all samples were selected as training
samples, and the rest as test samples. The distribution of the false-color image map and
ground sample data in this area is shown in Figure 1, and the sample distribution is shown
in Table 1.



Processes 2022, 10, 1672

7 of 14

(b)

(d)

Pond
Building

Suaeda salsa

I Fiood plain
M e
B soybean
M 5oomcom

Maize

- Locust

Asphalt

Meadows

Gravel

Tress

Painted metal sheets
Bare Soil

Bitumen
Self-Blocking Bricks

Shadows

Figure 1. The distribution of false-color image maps and ground sample data: (a) false-color image

for Yellow River Estuary data; (b) ground truth distribution map for Yellow River Estuary data;

(c) false-color image map for Pavia University data; (d) ground truth distribution map for Pavia

University data.

Table 1. Training sample of datasets.

No Yellow River Estuary Data PaviaU Data
Classes Training Sample Test Sample Class Training Sample Test Sample
1 Pond 10 300 Asphalt 332 6299
2 Building 10 406 Meadows 932 17,717
3 Suaeda salsa 10 255 Gravel 105 1994
4 Flood plain 10 95 Tress 153 2911
5 River 10 162 Painted metal sheets 67 1278
6 Soybean 10 538 Bare Soil 251 4778
7 Broomcorn 10 369 Bitumen 67 1263
8 Maize 10 123 Self-Blocking Bricks 184 3498
9 Locust 10 367 Shadows 47 900

In this experiment, principal component analysis (PCA), linear discriminant analysis
(LDA), and local reserved projection (LPP) algorithms were used to extract features from hy-
perspectral remote sensing images, and then, support vector machine (SVM), random forest
(RF), and k-nearest neighbor (KNN) classifiers were used to classify the feature images after
dimensionality reduction. It is worth noting that before the experiment, the research data
were preprocessed, and the preprocessing method involved data normalization (min-max
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normalized data). The technical route is shown in Figure 2. In the experiment, when
the PCA method was used for feature extraction, the classification accuracy was stable
after dimensionality reduction to 30 dimensions [27]; thus, the data with dimensionality
reductions to 30 dimensions were selected for accuracy evaluation. When LDA and LPP
methods were used for feature extraction, the maximum dimension was reduced to C —
1 (C is the number of categories). Related parameters in the classifier, such as the penalty
parameter c and kernel function parameter g in SVM, the number of decision trees in RF,
and the nearest neighbor value in KNN, were determined by grid searches and tenfold
cross-validation. The sample set selected by the decision number of the random forest to
discriminate classification is random. Therefore, the mean value of classification accuracy
is taken as the accuracy evaluation index after 10 runs. The classification performance
evaluation indexes included overall accuracy (OA), average accuracy (AA), and the Kappa
coefficient. At the same time, the average running time of the feature extraction and classi-
fication algorithm were recorded five times, and the operation efficiencies of the different
algorithm combinations were calculated.

——— e —

|

Data Data analysis i
preparation |
and Data :
preprocessing preprocessing :

e |
Feature "“““““““““} ““““““““““
extraction and : ___________________ Tt TTmm T 1
classification ! Classification :

|

ol osw || RF | | xw |
Lo =
T 2

Precision evaluation Comparison and analysis

[

[

[

Experimental : :

verification | | :
|

[

[

[

[

|

and analysis

Figure 2. Technical route.

4. Results and Discussion

Table 2 shows the experimental results of the combination of three feature extrac-
tion methods and three classification methods for the Yellow River Estuary dataset. The
classification accuracy from high to low in terms of method combination is PCA+SVM,
PCA+RF, LDA+SVM/KNN, LPP+SVM/KNN, PCA+KNN, LDA+RF, and LPP+RE. The
highest classification accuracy was PCA+SVM, for which OA was 94.68%, and the Kappa
coefficient was 0.9385, followed by PCA+RF. The classification accuracy of LDA+RF and
LPP+RF was poor. Compared with the classification results of PCA+SVM, OA differed
by 4.5% and 4.56%, and the Kappa coefficient differed by 5.2% and 5.24%, respectively.
The PCA feature extraction method not only retains the initial sample information to the
maximum extent, and contains the most important information, it also removes image
noise. Therefore, after the PCA algorithm was used to reduce the dimension, three kinds of
classifiers were used for classification to test for high classification accuracy. Compared
with PCA, the dimensionality reduction effect of LPP and LDA for Yellow River Estuary
data was average. The possible reason for this is that Yellow River Estuary data meet the
condition of global linearity, while the LPP algorithm is suitable for processing nonlinear
sample data, thus impacting the dimensionality reduction effect. LDA considers the influ-
ence of categories in the dimensionality reduction process, and ensures that the sample
sets of different classes have a large interval after dimensionality reduction. However, if
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there is no significant difference between the mean values of the two types of sample sets,
and the covariances are greatly different, the dimensionality reduction effect will have no
obvious advantage. Because of the small number of training samples in the Yellow River
Estuary dataset, SVM can achieve a better classification effect than other methods on the
small sample training set. In addition, SVM represents a convex optimization problem,
which can find the global minimum of the objective function rather than obtain the local
optimal solution, thus, the classification accuracy is high. However, KNN is suitable for
the classification of large samples, and it is easy to misclassify the Yellow River Estuary
dataset with a small sample size; therefore, the classification effect had no obvious advan-
tage. In terms of feature extraction and classification method combination for classification
accuracy, we found PCA and SVM to be superior in feature extraction and classification,
thus achieving the optimal classification accuracy. Furthermore, RF noise due to larger data
classification easily produced the phenomenon of fitting, and after using the PCA process
to obtain a better classification effect, the effects of LDA and LPP treatment were poor.

Table 2. Classification accuracy of Yellow River Estuary dataset (%).

SVM RF KNN
Class Label
PCA LDA LPP PCA LDA LPP PCA LDA LPP
1 81.67 99.67 100 9567  100.00 98 74.33 99.67 100
2 100 100 100 100 97.04 93.6 99.75 100 100
3 100 100 100 100 98.82 99.61 100 100. 100
4 100 94.74 93.68 100 85.26 85.26 100 94.74 93.68
5 95.68 83.33 81.48 89.51 66.05 77.16 92.59 83.33 81.48
6 100 98.7 97.4 99.44 93.68 88.66 100 98.7 97.4
7 99.73 99.19 98.64 99.46 96.48 98.37 100 99.19 98.64
8 83.74 95.12 94.31 91.87 80.49 95.93 90.24 95.12 94.31
9 84.74 74.11 75.2 76.02 74.66 71.93 81.2 7411 75.2
Overall classification 94.68 94.49 94.15 94.66 90.18 90.12 93.46 94.49 94.15
accuracy of OA
Average classification 94.12 93.66 93.03 94.18 88.02 87.57 92.99 93.66 93.03
accuracy of AA

Kappa coefficient

93.85 93.63 93.24 93.83 88.65 88.61 92.43 93.63 93.24

To evaluate the classification effect more directly, Figure 3 shows the land type clas-
sification diagram produced by the different methods. The experimental results show
that PCA+SVM, PCA+RF, and PCA+KNN achieved better classification results, and the
classification results of buildings, Suaeda salsa, and floodplain were clear and accurate.
The possible reason for this is that PCA extracted the main information of ground objects,
including buildings, Suaeda salsa, and floodplain. Therefore, the classification effect after
PCA treatment was generally good. However, after feature extraction by LDA and LPP
and classification by the three classifiers, the ground features were not smooth enough,
especially in rivers and buildings covered with parts of corn ground features. The possible
reason is that there is no significant difference between the mean values of rivers and maize,
or buildings and maize, which affects the effect of dimension reduction and finally leads
to the misclassification of maize as buildings and rivers. However, due to the obvious
difference between the mean values of ponds and Acacig, the final differentiation degree
was high. In addition, after the same feature extraction method was used, the overall
classification effect of RF was poor, which may be because the RF classifier was greatly
affected by noise, which affects the classification effect.
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Figure 3. Classification maps of land types for different combination algorithms of Yellow River
Estuary: (a) PCA+SVM; (b) LDA+SVM; (c) LPP+SVM; (d) PCA+RF; (e) LDA+REF; (f) LPP+RF;
() PCA+KNN;; (h) LDA+KNN; (i) LPP+KNN.

The classification accuracy of The University of Pavia is shown in Table 3, where the
classification accuracy from high to low in terms of method combination is PCA+SVM,
LPP+KNN, LPP+RF, LPP+SVM, LDA+KNN, LDA+RF, PCA+RF, LDA+SVM, PCA+KNN.
Among them, PCA+SVM had the highest classification accuracy, while PCA+KNN had
the worst classification accuracy, with a 9.1% difference in OA, 7.9% difference in AA,
and 12.52% difference in the Kappa coefficient. For the University of Pavia dataset, the
classification accuracy of PCA+SVM was still the best, which is because PCA effectively
reduces the image noise, and SVM grasps the key samples in classification, thus the
perception of the outliers is unknown, and the classification effect is superior. In addition,
after processing by the LPP method, the classification results are all good, which may be
due to a large number of training samples in the University of Pavia dataset. This method
avoids the divergence of the sample set, and effectively retains the local neighborhood
structure of the University of Pavia dataset. Because the LDA method considers the type
of samples, the dimension projected into low-dimensional space is limited, and there may
be an overfitting phenomenon when LDA is used to process the dataset of the University
of Pavia, resulting in a generally poor final classification effect. PCA handling with KNN
classification was the worst; this is because the PCA has to extract the principal component
information, and sample dimension reduction causes imbalance, meanwhile, in KNN
calculation, samples of nearest neighbor are only achieved if of the sample size is large.
Thus, this type of sample may either be too far from the target sample, or too close to the
target sample, leading to poor classification results.
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Table 3. Classification accuracy of Pavia University data (%).

SVM RF KNN
Class Label

PCA LDA LPP PCA LDA LPP PCA LDA LPP

1 92.32 89.03 91.09 92.4 91.43 93.27 84.89 90.68 89.76

2 97.79 94.07 9% 99.25 94.56 95.61 96.07 96.43 98.99

3 84.95 65.4 69.76 54.71 65.25 64.24 64.54 66.75 70.81

4 91.38 85.06 89.63 85.54 86.81 91.21 75.27 82.79 86.98

5 99.3 99.77 99.77 99.53 99.77 100 98.83 99.61 99.61

6 88.45 73.44 76.33 45.25 76.39 80.98 53.39 71.45 72.67

7 86.46 42.36 63.34 53.13 4228 63.90 80.52 62.87 81.08

8 89.57 76.96 83.73 92.11 77.04 82.59 81.16 78.24 84.16

9 99.89 99.44 99.67 99.89 98.56 99.11 99.89 99 98.89

Overall classification 93.79 86.03 89.31 86.62 87.13 89.82 84.69 87.72 90.41
accuracy of OA

Average classification 92.84 83.94 88.18 91.18 86.13 89.24 84.94 87.02 89.88
accuracy of AA

Kappa coefficient

91.74 81.34 85.72 81.64 82.82 86.46 79.22 83.49 87.1

According to the land type classification map of The University of Pavia in Figure 4, it
can be seen that the combination of PCA and SVM had the best classification effect, followed
by LPP+KNN and LPP+RE, which can accurately classify grassland, metal plate, and shadow.
This is because the University of Pavia is primarily urban terrain, with a distinct terrain
shape, (e.g., rectangles, and arcs are easy to identify), and has obvious differences between
plot properties. This is advantageous to the LPP in terms of dimension reduction, and
better preserves the local field information of the samples. Moreover, the classification
results of the three classifiers were also good. KNN classification relies mainly on the
surrounding adjacent samples. Therefore, compared with other classifiers, the classification
effect of KNN is better for data with local structures. In addition, the classification effects of
LDA+RE PCA+RF, LDA+SVM, and PCA+KNN were not good, and the classification error
rate of gravel and asphalt roof was high. The possible reason for this is that there was a
strong correlation between any two decision trees of the RF, which led to the occurrence of
repeated information in the classification, especially for sand and asphalt. Although LDA
can retain local information of samples, the extracted edge information does not have good
consistency with the boundary of ground object distribution in some categories, and the
classification accuracy of SVM is quite different [28] (for example, the classification accuracy
of asphalt is only 42.36%, whereas sand is 65.4%, and a metal plate is 99.77%). The result of
the final classification effect is not good. PCA is not able to distinguish samples of different
classes. When the KNN classifier was used for classification after dimensionality reduction,
due to the large value of the selected nearest neighbor sample number k, the model was not
fitted enough, and its ability to recognize differentiated ground objects was reduced. On
the whole, PCA+SVM had the best classification effect, while PCA+RF, LDA+SVM, and
PCA+KNN had poor classification effects.

To further compare the time complexity of different algorithms, Table 4 presents the
operation times of the experimental data under different combination algorithms (the
average of five run times). It can be seen that when the amount of experimental data was
small, the computation speeds of SVM and KNN were faster, and the computation time of
RF was the longest. When the amount of experimental data was large, the computation
time of KNN was the shortest, and the computation speed of RF was the slowest. The
computation speed of RF classification after PCA processing is 61 times that of KNN. This
is because the larger the number of RF decision trees, the longer each decision tree will
participate in classification, and the slower the operation speed will be.
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Figure 4. Classification maps of land types for different combination algorithms of Pavia Univer-
sity data. (a) PCA+SVM; (b) LDA+SVM; (c) LPP+SVM; (d) PCA+RF; (e) LDA+RF; (f) LPP+RF;
(g) PCA+KNN; (h) LDA+KNN; (i) LPP+KNN.

Table 4. Computational time of different methods (s).

SVM RF KNN
PCA LDA LPP PCA LDA [LPP PCA LDA LPP

Yellow River Estuary 008 003 001 313 165 273 006 0.01 0.01
University of Pavia 215 085 126 2923 1136 1841 048 0.03 0.3

Dataset

5. Conclusions

In this paper, several feature extraction and classification methods are combined
and applied for hyperspectral remote sensing image classification. Through comparative
analysis of experimental results, the following conclusions are drawn: (1) For the feature
extraction method, PCA can extract most of the important information from the original
data, and the visual effect and classification accuracy are good after classification via the
SVM classifier, and the calculation speed is fast. The combination of PCA and SVM is an
effective method for hyperspectral remote sensing image classification. (2) For datasets
with a large number of training samples, LPP can achieve a better effect for dimensionality
reduction, and there is little difference in effect of classification after using different classi-
fiers. (3) For datasets with a small amount of data, the classification effect of PCA+RF is
better. For large datasets, LPP+KNN and LPP+RF can achieve better classification.

In this paper, several common hyperspectral remote sensing image feature extraction
methods and classifiers are preliminarily compared. Future research work will focus on
proposing the best method for processing the images. At the same time, we will compare
more feature extraction and classification methods, and apply them to hyperspectral images
with a large number of samples. In this process, the applicability of different combination
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methods, optimization of dimensionality reduction methods, and classification results will
also be discussed.
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