
Citation: Ryzhkov, F.V.; Ryzhkova,

Y.E.; Elinson, M.N. Python in

Chemistry: Physicochemical Tools.

Processes 2023, 11, 2897. https://

doi.org/10.3390/pr11102897

Academic Editor: Alexander

S. Novikov

Received: 10 September 2023

Revised: 27 September 2023

Accepted: 28 September 2023

Published: 30 September 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Review

Python in Chemistry: Physicochemical Tools
Fedor V. Ryzhkov * , Yuliya E. Ryzhkova and Michail N. Elinson

N. D. Zelinsky Institute of Organic Chemistry Russian Academy of Sciences, 47 Leninsky Prospekt,
119991 Moscow, Russia; yu_ryzhkova@ioc.ac.ru (Y.E.R.); elinson@ioc.ac.ru (M.N.E.)
* Correspondence: ryzhkovfv@ioc.ac.ru

Abstract: The popularity of the Python programming language in chemistry is growing every year.
Python provides versatility, simplicity, and a rich ecosystem of libraries, making it the preferred
choice for solving chemical problems. It is widely used for kinetic and thermodynamic calculations,
as well as in quantum chemistry and molecular mechanics. Python is used extensively for laboratory
automation and software development. Data analysis and visualization in chemistry have also
become easier with the libraries available in Python. The evolution of theoretical and computational
chemistry is expected in the future, especially at intersections with other fields such as machine
learning. This review presents tools developed for applications in kinetic, thermodynamic, and
quantum chemistry, instruments for molecular mechanics, and laboratory equipment. Online courses
that help scientists without programming experience adapt Python to their chemical problems are
also listed.

Keywords: Python; computational chemistry; thermodynamics; kinetics; quantum chemistry;
molecular mechanics; material science; automation with Python; Python courses

1. Introduction

Python is a powerful general-purpose programming language that is widely used in
Internet applications, software development, data science, machine learning, and natural
science. It was implemented by Guido van Rossum in 1989. Python is classified as an
interpreted programming language that automates most of the fundamental operations
(such as memory management) performed at the processor level (“machine code”). Python
is considered a higher-level language than, for example, C++, because of its expressive
syntax (which is close to natural language in many cases) and its rich variety of built-in
data structures such as lists, tuples, sets, and dictionaries.

The Python philosophy is based on open source and an evolving community. Its
syntax is simple and easy to learn, and the written code runs on any platform (PC, servers,
clusters, mobile phones, and even IoT devices). Among the available libraries are many
packages for almost any task, and these packages can often be downloaded for free (as well as
Python itself). All this increases the speed of development and the popularity of this language.

However, the intensity of Python’s development has a downside. Constant devel-
opment has created problems with version compatibility. Python, being an interpretable
high-level language, cannot be as fast and efficient as C++. In scientific tasks, it is leveled
by the fact that some of the libraries used by Python are written in C++ and pre-compiled.
In this case, Python acts as a scripting language that organizes the efficient operation of
code compiled in C++.

The programming initially originated in science. Scientists wrote programs to simplify
and automate scientific tasks. Today, scientific programming still allows to automate labor-
intensive tasks, modify and update research results, ensure collaboration, and create and
compare models. Thanks to the speed of calculations and computations, the intensive
development of which is especially noticeable in 2000–2020, the development in science is
sufficiently accelerated.
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As programming evolved, new tasks and opportunities emerged, and programming
became a separate industry. Then, after the formation of the industry of commercial
software products, programming returned to science in a new form. Such a long and
complex way has given rise to a wide variety of languages. Below are the languages that
are often used in scientific works.

Fortran. In the 1950s, a team from International Business Machines Inc. (Armonk,
NY, USA) led by John Backus created the Fortran language. Fortran was the first high-
level language to become popular, especially in the domain of numerical and scientific
computing. It was widely adopted due to its increased level of abstraction, which made it
orders of magnitude more compact than assembly programs. This popularity encouraged
the development of excellent optimizing compilers, making Fortran the language of choice
for many demanding scientific applications. It has a large body of tested Fortran routines
and good support for modular programming [1].

MATLAB. It is a scripting language developed by a computer science professor to save
students from learning Fortran. MATLAB excels at linear algebra and has many scientific
and engineering tools, such as simulations and controls. It is fairly ‘mathematical’ in its
syntax, making it easier to learn if already immersed in the subject. It provides an IDE to
smooth over some of the difficulties of introductory programming, but it is expensive and
limited outside of math and engineering subject areas. MATLAB isn’t free.

Wolfram Language (Mathematica). Mathematica is a popular programming tool in
chemical engineering that was developed to solve complex mathematical problems with as
little coding as possible. It has nearly 5000 built-in functions covering all areas of technical
computing and is integrated into the fully integrated Mathematica system. The Wolfram
Language is uniquely easy to read, write, and learn, but it requires a license and is more
expensive than MATLAB.

C and C++. Even for a simple job, writing C code involves high time and effort costs.
C was designed to allow a programmer to control computer hardware at a very low level.
Traditionally, Fortran and MATLAB [2] have been the languages of choice for scientific
computing applications. Developing object-oriented code for complex mathematical mod-
els, such as biology, finance, and materials science, requires parallel computing and the
development of a graduate-level course in C++ for Scientific Computing.

Julia. It is a high-level and simultaneously high-performance free programming
language designed for mathematical computations. It is also effective for writing general-
purpose programs. Thanks to JIT (just-in-time) compilation and built-in support for multi-
threading and distributed computing, programs written with Julia are almost as efficient
as applications written in compiled languages. Julia can call and use functions from other
languages, such as C, Python, and Java.

R. This is a highly specialized language, which is great for statistical tasks. Often,
there is a need not only to get data but also to transform that data or to interact with
other external interfaces. Such tasks are difficult to implement using R. It has many great
data visualization packages, including those that are publication-quality by default and
powerful for developing custom displays of data. However, it is less developed in terms of
engineering tools and more geared towards statistics.

BASIC (Beginners’ All-purpose Symbolic Instruction Code), Visual Basic (VB), Visual
Basic for Application (VBA). BASIC is a family of general-purpose programming languages
designed for ease of use. It was created in 1963. Visual Basic is a third-generation event-
driven programming language from Microsoft, first released in 1991 and declared a legacy
in 2008.

Today, many calculations proceed in Microsoft Excel. Chemical engineers frequently
use MS Excel in experiments [3] and calculations as it is ubiquitous, easy to use, contains
all the experimental data, and displays them clearly within Excel. VBA brings to Excel
extensibility and flexibility [4]; it can be plugged in as the calculations are needed, e.g., for
linear algebra, ordinary differential equations, regression analysis, partial differential equations,
mathematical programming methods, and the connection to external devices or interfaces.
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Pascal. Pascal grew out of ALGOL, a programming language intended for scientific
computing. In the 1960s, Dr. Niklaus Wirth of the Swiss Federal Institute of Technology
published his specification for a highly structured language that resembled ALGOL in
many ways. Pascal is free-flowing, unlike FORTRAN, and reads like a natural language,
making it easy to understand the code written in it. Pascal became widely accepted at
universities due to two events: the Educational Testing Service’s addition of a Computer
Science exam and the release of the Turbo Pascal compiler for the IBM Personal Computer.
Pascal became the de facto standard for programming on the PC, with advanced features
such as DPMI, Turbo Vision, and object-oriented extensions.

Java. In 1995, Java gained widespread popularity with the inclusion of the Java Virtual
Machine (JVM). In Science, BioJava [5] has become popular. The project aims to facilitate
bioinformatics analysis by providing parsers, data structures, and algorithms to address
common challenges in genomics, structural biology, ontologies, phylogenetics, and other
areas.

This review is focused specifically on Python, as this language has become incredibly
popular in the scientific community. The reasons for its popularity are described above,
and if we evaluate it in numbers, it is growing exponentially. Figure 1 shows the explosive
growth in the number of articles on topics related to chemistry and program development in
Python (the main literature search for the review is collected by querying through SciFinder
using these keywords). The decrease in the number of Python publications in 2023 is due
to the incomplete year at the time of writing the review.
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AND chemistry NOT fat NOT snake NOT reptiles”, early 2023).

In chemistry, Python solves a lot of tasks, and the range of tasks is expanding every
day. By categorizing these tasks into groups, it has been possible to identify a few sections,
as follows: Physical chemistry tasks include thermodynamics, kinetic models, quantum
chemistry, and molecular mechanics tools. Python has solutions for spectroscopic problems
and is also used for solving problems related to material science. There are a number of
chemoinformatics and medical problems (to be covered in another review).

Machine learning and data analysis are increasingly being integrated into chemistry
research, and robust ML-based models are becoming more and more in demand [6]. The
scope of ML is expanding, and known approaches are well described [7–12].

Many of these tools are available for free download and are designed as Python
libraries or customized tools. There are also free educational courses that help enrich
scientific projects available on the Internet.

It is to be expected that the science at the interface between programming and chem-
istry will continue its intensive development. The current state of development in Python
for chemistry is discussed below.

2. Classical Physical Chemistry

Python is most widely used in various areas of physical chemistry. Theoretical physical
chemistry requires many computational operations in any of its sections. Applications
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of Python in physical chemistry include thermodynamic and kinetic models, tools for
quantum mechanical calculations and molecular mechanical modeling, as well as tools for
solving spectroscopic problems.

2.1. Kinetic Models Based on Transition State Theory

The task of kinetics in physical chemistry is to determine the rate of reactions. The
Arrhenius equation is widely known in kinetic chemistry. According to the Arrhenius
equation, the rate constant of a chemical reaction depends on the absolute temperature, as
follows:

k = Ae
−Ea

RT
where k—the rate constant, T—the absolute temperature, A—preexponential factor, Ea—the
activation energy, and R—the universal gas constant.

There are some limitations to accurate calculations using kinetic equations. In the
low-temperature range, the temperature dependence of the rate of processes often deviates
from the linearity of Arrhenius plots, and statistical approaches are used to describe
such processes—the theory of transition state (TST) [13–23]. TST is an excellent basis for
understanding and predicting a wide range of kinetic processes with significant molecular
complexity and deviation from the Arrhenius law. In this theory, the rate constant is defined
as follows:

k =
kBT

h
e
−∆G‡

RT

where G—the Gibbs energy of activation, kB—the Boltzmann constant, and h—Planck’s constant.
Transition state theory (TST) involves two steps: the electronic structure characteriza-

tion of stationary points on the potential energy surface (PES), followed by the calculation
of the rate constants. Obviously, the accuracy of the resulting rate constants depends on
the quality of the electronic structure results and the kinetic theory assumptions used to
estimate them. Despite this, TST is widely used to calculate rate constants for a wide range
of chemical reactions, both in the gas phase and in solution, due to its simplicity and limited
PES requirements [13].

There are various programs available for determining reaction kinetics using TST and
its variants, including Transitivity, TAMkin, Eyringpy, RMG, Micki, and TUMME. They
are presented in Table 1. These programs are designed to calculate the kinetics of chemical
reactions and are based on Python. The first six software packages in Table 1 rely heavily
on transition state theory (TST). However, all have their own features or specializations for
specific tasks.

Table 1. Python programs for the kinetics.

Library Kinetic Theory Tunnel Effect Phase Molecularity

Transitivity
[13]

TST
CKT 1 d-TST

Gas
Solution,

Surface reactions,
Enzyme-catalyzed reactions

Uni/bi

Eyringpy [14]
TST
MT

CKT

Wigner
Eckart

Gas
Solution Uni/bi

Micki [15] TST Wigner Gas Uni/bi
RMG [16–18]

(Arkane)
TST (RRKM)

CKT
Wigner
Eckart

Gas
Solution Uni/bi

TAMkin [19] TST (RRKM),
VTST

Wigner
Eckart Gas Uni/bi

TUMME [20] TST (RRKM),
VTST

Wigner
Eckart

Gas
Surface reactions on catalyst Uni/bi

Pilgrim [21] VTST, SCT SCT
Gas

Solution
Condensed phases

Uni/bi
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Table 1. Cont.

Library Kinetic Theory Tunnel Effect Phase Molecularity

Polymatter
[22] TST, VTST, other – Gas

Plasma Uni/bi

Vulcan [23] TST (RRKM),
VTST

Small-curvature
tunneling

Exoplanetary
reactions Uni/bi

RPMDrate [24] Polymer molecular
Dynamics RPMDrate Gas Uni/bi

MORESIM
[25]

REMD(H-RE,
resRE) – Gas Uni/bi

CKBIT [26] – –
Gas

Solution
Solid

Uni/bi

pyJac [27] – – Gas
Solution Uni/bi

SIR model [28] Virus spread
analog – – –

1 CKT—Collins–Kimbal Theory. VTST—Variational Transition State Theory; d-TST—deformed-TST;
RMG –Reaction mechanism generator (Arkane package); RRKM—Rice-Ramsperger-Kassel-Marcus theory;
Uni—unimolecular reactions; bi—bimolecular reactions; REMD—Replica Exchange Molecular Dynamics;
H-RE—Hamiltonian Replica Exchange; resRE—Reservoir Replica.

In [13], the original TST theory is supplemented with a special function of ‘Transitivity’.
This makes it possible to determine the tendency of a reaction to proceed in terms of the
inverse of the apparent activation energy.

It takes into account experimental and theoretical rate processes such as quantum
tunneling, transport properties, and diffusion in the vicinity of phase transitions [13]. The
activation energy is determined by the following formula:

Ea = −kB
dlnk(T)

d
(

1
T

) = −dlnk(β)

d(β)

The Transitivity function is defined as follows:

γ(β) =
1

Ea(β)

the function γ(β) (Transitivity function = 1/Ea(β), where β = 1/kBT, kB—Boltzmann constant,
T—absolute temperature).

Transition state-based speed calculation (TST) is also possible based on the variational
theory of transition state (VTST) [19–21] and Rice–Ramsperger–Kassel–Marcus theory
(RRKM) [19–21]. The rate coefficient k(T) of the bimolecular reaction A + B + C + D is
calculated as follows [19]:

k(T) = K
kBT

h
q†/V

(qa/V)(qb/V)
= e

−∆E‡
0

kBT

where K is the tunneling coefficient, q†, qa, and qb refer to the partition function without
energy and zero oscillatory contribution, ∆E‡

0 is the reaction barrier including zero-point
corrections, and V is the reference volume used to estimate the translational part of the
partition function.

In the simple case, it is possible to calculate the rate constants of reactions in the gas
phase [14,19] and in solution [14] on the basis of TST. However, advanced Transitivity [13]
supports homogeneous [13], heterogeneous [13], and enzyme-catalyzed reactions [13].

The programs [13] rely on Collins-Kimball theory to account for diffusion limitations.
The consideration of electron transfer processes is based on the Marcus theory [14].

Microkinetic modeling is a method used in chemical kinetics that takes into account all
possible reaction pathways. In this approach, molecules are modeled as individual objects,
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and their behavior is described by considering their motion, interactions, and reactions
with each other [15–17]. The microkinetic approach requires working with whole systems
of reactions, which, on the one hand, increases the scale of application of the program but,
on the other hand, increases the computational load. It allows solving kinetic problems of a
wide range [16,17] and heterogeneous catalysis in particular [15].

To use TST [15], the reaction network (including intermediates) and reaction pathways
must be determined. This is followed by the calculation of energy barriers using electronic
structure calculations. The result of the calculation is used to determine rate constants
using TST and the Eckart correction [15].

The tunneling correction in transition state theory (TST) is a factor that accounts for
the quantum mechanical tunneling effect of reactions occurring even at activation energies
below the energy barrier. Traditional transition state theory accounts for the Wigner [14–19]
and Eckart [14,16–19] theorems of adjusting the rate constant by relating it to the statistical
sum of the activated complex (including the rotational quantum numbers of reactants and
products as well as the angular momentum). The recalculation of the reaction rate constant
is performed by calculating the partition function for the reactants and transition state, as
well as the effective height of the energy barrier.

Wigner’s tunneling correction theory assumes tunneling to occur mostly at the top of
the reaction barrier and requires information on the imaginary frequency at the transition
state. The Wigner transmission coefficient is obtained through the following equation [14]:

kWig(T) = 1 +
1

24

(
h
∣∣ν‡
∣∣

kB T

)2

where kB—Boltzmann constant, T—temperature, h—Planck’s constant, ν‡—imaginary
frequency at the transition state.

The unsymmetrical Eckart potential [14] provides an accurate representation of the
barrier shape and is used to calculate the probability of tunneling, P(E), which is determined
by the energy E of the reactants passing through the barrier.

P(E) = 1 − cosh2π(a1 − a2) + cosh2π(d)
cosh2π(a1 + a2) + cosh2π(d)

Here, a1, a2, and d are calculated from relationships proposed by Johnston and He-
icklen and Brown, and described in the article [14].

Deformed Transition-State Theory (d-TST) shows better results [13] than Wigner-
Eckart. Therefore, the deformed Bell 35, Bell 58, and Skodje–Truhlar corrections are used to
account for tunneling. These corrections are described in [13].

When other methods of correcting rate constants are not quite accurate or applicable,
the Monte Carlo kinetic method is often used. It works by randomly selecting a reac-
tion from a network of reactions and calculating its rate constant using TST or another
method [15,19]. In this case, the probability of each reaction is calculated, taking into
consideration the rate constant and reactant concentrations. It is used to model both homo-
geneous and heterogeneous reactions, including gas-phase reactions, surface reactions, and
enzyme-catalyzed reactions [15].

The use of third-party code and interaction with other programs are both an ad-
vantage (speeding up code development, focusing on certain tasks, universality due to
well-known libraries) and a disadvantage (dependence on other code). For the structures
in the transition state, the kinetic approaches require the electronic structure output files
from quantum chemistry programs (Gaussian [13,14,19], Molpro, ORCA, NWChem [14],
Q-Chem [14,19], PySCF [14], VASP [15,19], ASE [15], ADF, CHARMM, CPMD, CP2K [19]).
RMG (Arkane) [16–18] requires converged electronic structure computations performed by
the user with a variety of supported software packages such as Gaussian, Molpro, Orca,
TeraChem, Q-Chem, and Psi4.
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The opposite situation also occurs; the code of these programs [13,19] is often used
by other projects. FRIGUS [29] provides interfaces for solving the rate equations using the
Transitivity code [13], while pMuTT [30] uses the TAMkin code [19] for some other tasks.

As part of the discussion of TST, VTST, and RRKM, it is worth mentioning the VULCAN
project. This is an open-source project written in Python. VULCAN is specifically designed to
model the kinetics and chemical composition of the atmosphere of exoplanets [23].

2.2. Other Kinetic Approaches

Besides classical TST, there are VTST, RRKM, REMD, and approaches based on
datasets. [20–28]. The program packages considered above relied on different variants of
the TST in their calculations. A number of programs [24–28] use their own approaches to
calculate kinetics.

A modernization of TST is the variational transition state theory—VTST. This is
another widely used method in computational chemistry, that offers a more accurate
representation of chemical reactions compared to TST, including by taking into account
quantum-mechanical tunnel effects. The main difference between TST and VTST is that TST
assumes that the reaction proceeds along a single reaction coordinate, while VTST takes into
account the possibility of multiple reaction coordinates. VTST can be complemented by SCT
(Small Curvative Tunneling) [20,21], which takes into account the effect of tunneling. The
corresponding equations are solved either by the CSE (chemically significant eigenmodes)
method based on the analysis of the eigenvalues of the transition matrix, which describes
the change in the probability of finding the system in each of its states within a certain time
interval [20], or analytically [21].

Modeling of chemical kinetics is possible by generating analytic Jacobians [27] without
reference to specific kinetic theories. Estimation of kinetic parameters is also possible using
modern Bayesian inference methods [26] (a statistical measure), as well as by applying
Markov chain Monte Carlo [21,26].

The described projects use different methods to account for tunneling effects in chemi-
cal reactions. The Eckart correction [20] assumes a one-dimensional reaction coordinate
and uses a semi-classical approximation to calculate the tunneling correction factor. The
Wigner correction [20] uses a more accurate quantum mechanical approach to calculate the
tunneling correction factor. A combination of SCT [21] and VTST [21] is also used to account
for quantum mechanical tunneling effects. For polymers, tunneling effects are taken into
account through the ring polymer transmission coefficient, which is a dynamic factor in the
Bennett-Chandler factorization [24]. It is possible that the use of the Hamiltonian-reservoir
Replica Exchange indirectly accounts for tunneling effects [25].

Kinetic programs are not stand-alone projects. They rely on Gaussian [20,21,24],
Orca [21], Polyrate [20], Molpro [24], and MOPAC [24] modules and use the compiled libraries
Numpy, Numba, and MSTor [20]. MPI [20] is used to implement multiprocessor computing.

An online database of radical polymerization rate coefficients is available online [22],
which provides reliable kinetic data. It has a wide range of chemical reactions, including
ion-molecular, neutral, and electron-molecular reactions.

The least standard approach is used in the development of the SIR (susceptible-
infected-removed) model [28]. Using the analogy of virus spread, the use of kinetic models
is explained. In this case, they used a second-order autocatalytic process and a SIR model
to illustrate the dynamics of infection.

Summarizing the kinetic models, it can be concluded that the main emphasis is on
the transition state theory. However, projects using their own approaches have also been
developed. Kinetic projects rely extensively on already-written libraries, and their work
often requires input data on electronic structures from other programs. Dependence on
other libraries and programs increases the speed of development; the use of already-
known program codes promotes wide distribution and rapid adaptation of these programs,
although at the expense of their independence. Some programs lack a graphical interface,
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which is not a problem for experienced users but makes it difficult for scientists unfamiliar
with programming.

2.3. Thermodynamic Models

Thermodynamic models are also common among Python developments. Table 2
shows some software packages that can provide various calculations of the thermodynamic
properties of individual systems, individual system components (substances), or reaction
characteristics.

Table 2. Python programs for thermodynamics.

Library Approach DFT Phase Scope

pMuTT [30] Statistical mechanics GROMACS, Gaussian,
Cantera Gases, liquids, solids Systems/

Reactions/Components

Pasta [31] Statistical mechanics
(pMuTT)

Quantum Espresso,
SIESTA, VASP – Transition states

ASE 1 [32] Statistical mechanics

ABINIT, CASTEP, CP2K,
FHI-aims, Gaussian,
GPAW, NWChem,

Octopus, Quantum
Espresso, VASP

Gases, liquids, solids Systems/
Reactions/Components

TAMkin [19]
Statistical mechanics

based on NMA
(MBH, PHVA, MC)

Gaussian, Q-Chem Gas Systems/
Reactions/Components

AFLOW-CCE
[33]

Statistical mechanics
based on CCE

(NMA—
quasiharmonic
Debye model)

VASP (LDA, PBE, SCAN),
QUANTUM ESPRESSO,

AIMS, ABINIT, ELK, CIF,
Ionic liquids or solids Systems/

Reactions/Components

Pymatgen [34] Internal library VASP, ABINIT, Gaussian – Systems/
Reactions/Components

OC2020 [35] 2 Machine learning
model/Dataset

VASP, RPBE,
Bader/LOBSTER Solids Systems

RMG [16–18]
Machine learning

model (parameters
dataset)

– Gas,
Solution Components

pGrAdd [36] Dataset of group
additivity – Gas Systems/

Reactions/Components
PYroMat [37] Models Dataset – Gas, liquids Components/Systems

ETM [38] UNIFAC, SRK – Gas-liquid Systems
IFG [39] Fermi–Dirac statistics – Gas Systems/Components

The First Law
[40]

The First law of
thermodynamics – Gas Systems

1 ASE—The atomic simulation environment—A Python library for working with atoms; 2 OC2020—The Open
Catalyst 2020 (OC20) dataset; NMA—Normal mode analysis; MC—Monte Carlo; MBH—Mobile Block Hessian;
PHVA—Partial Hessian Vibrational; IFG—Thermodynamic coefficients of ideal Fermi gas; CCE—coordination
corrected enthalpies; LDA—Local Density Approximation, PBE—Perdew-Burke-Ernzerhof; SCAN—Strongly
Constrained and Appropriately Normed; VASP—Vienna ab initio simulation package; UNIFAC—universal
functional activity coefficient; SRK—Soave-Redlich-Kwong; ETM—Enhanced thermodynamic modeling for
hydrothermal liquefaction.

Many projects for calculating thermodynamic quantities are based on density-functional
theory (DFT) [30–34]. DFT is a quantum mechanical method that is used to predict the
electronic structure and energy of molecules and materials. DFT uses electron density
instead of a wave function to describe the state of the system. This reduces the number
of coordinates calculated; instead of 3N coordinates (3 spatial coordinates for each of the
N electrons), only three spatial coordinates of the electron density function are calculated.
Obviously, this reduces the requirements for computational resources. This method is often
used to calculate the electronic structures of molecules, binding energies, and molecular
properties, which is useful in solid-state physics or chemistry.

The results of DFT calculations allow for the calculation of thermodynamic quantities
such as energy, enthalpy, and heat capacity by methods of statistical mechanics [19,30–33].
Basically, statistical mechanics uses partition functions (q) to compute such quantities,
which can be expressed as follows [30]:

q = ∑i e
−εi
kT ,

where εi is the energy of state i, k is the Boltzmann constant, and T is the temperature.
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For indistinguishable systems, Q(T, V, N) = qN/N! and energy (U), enthalpy (H), and
heat capacity (Cv, constant volume) are expressed as follows [30]:

U = kT2
(

∂lnQ
∂T

)
V,N

;

H = kT2
(

∂lnQ
∂T

)
V,N

+ kTV
(

∂lnQ
∂T

)
T,N

;

Cv = 2kT
(

∂lnQ
∂T

)
V,N

+ kT2
(

∂2lnQ
∂T2

)
T,N

.

The rest are semi-empirical/empirical methods (including UNIFAC and SRK) [38]
and approaches based on machine learning models and datasets [16–18,35], which are
essentially state-of-the-art tools in empirical data processing. The list of programs based on
DFT is shown in Table 2.

In theoretical approaches, thermochemical properties are mainly obtained by calculat-
ing the molecular partition function. The calculation of this function is based on the results
of energy and electronic configuration calculations by the DFT method. Based on DFT
calculations, thermochemical properties (heat of bond formation and dissociation energy)
are calculated [19]. In some cases, DFT calculations are run in the program itself [32].

The calculation of the molecular partition function can be complemented by the cal-
culation of vibrational frequencies and modes [19,30,33]. NMA (normal mode analysis)
allows for the determination of vibrational frequencies [19,30], which opens up the possi-
bility of analyzing vibrational spectra. The quasiharmonic Debye model [33] allows for the
calculation of thermal contributions to the formation enthalpy.

The calculation of the energy barrier and search for the transition state of the reaction
can be carried out by the method of “elastic tape with friction” (NEB) [31]. There are three
implementations: NEB, CI-NEB, and AutoNEB [31]. These implementations do not require
significant computational resources but can easily interface with any DFT code. The DFT is
only required to calculate the total energy and forces acting on the system of atoms. NEB
then assumes an initial path and converges to a “test” path in the potential energy in the
neighborhood of the initial path.

TAMkin, pMuTT, Pasta, ASE, and AFLOW-CCE [19,30–33] are purely theoretical—ab
initio approaches. They allow one to calculate the electronic configurations and thermody-
namic properties of molecules. However, they require the results of DFT calculations, which
require significant computational resources. A set of publicly available databases with the
results of DFT calculations (OC20 Dataset and Community Challenges [35], RMG [16–18],
pGrAdd [36], PYroMat [37], ETM [38]) allows to economize resources and use these calcula-
tions by many scientists. Additionally, the availability of a large amount of experimental data
obtained using the ab initio approach allows for analyzing these data and identifying patterns.
If the results are formed on the basis of the DFT method, then the search for formulas or other
ways to reflect the patterns found in these data is similar to the empirical approach, but with
the difference that the data are formed on the basis of theoretical calculations.

In contrast to the model-based projects discussed below, OC20 [35] presents a dataset
(1.3 million) with over one million results from DFT calculations covering a variety of
materials, surfaces, and adsorbates. It is not a model but is intended to provide data for
machine learning models to help in the search and optimization of catalysts.

Instead of DFT, experimental data sets can be used [16–18,36,37]. Eigendata sets
include kinetic and thermodynamic parameters obtained from real experimental data
(including group values). The parameters and data are used for extrapolation or summa-
rization (pGrAdd) to obtain the desired thermodynamic value. In the case of PYroMat [37],
the dataset consists of 1000 models, each of which describes the thermodynamic properties
and equilibria of a known compound (mainly gases).
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Some approaches to calculating thermodynamic properties are based on the known
UNIFAC and SRK models to describe the state of matter [38]. These models are part of
the open-source Thermo library. UNIFAC and SRK are empirical approaches designed to
predict the properties of substances based on empirical correlations and statistical data
obtained from experiments. These methods take into account the chemical and physical
features of substances and their interactions. As a result, empirical methods can provide
good results in describing and predicting the behavior of mixtures, but their accuracy
may be limited, especially in cases where there is significant variability and inaccuracy in
experimental data. To calculate thermodynamics (critical temperatures, critical pressures,
acentric factors, formation enthalpies, and standard Gibbs free energies), the program
connects to online databases such as Dortmund Data Bank [41] and Chemeo [42], where
the properties are estimated.

There are theoretical approaches in the literature that use neither DFT nor the empirical
approach (IFG [39] and The First Law [40]). Thermodynamic coefficients of ideal Fermi gas
(IFG) mode [39] use analytical formulae (which have been expressed through the first and
second derivatives of the Helmholtz free energy) for the thermodynamic description of the
non-relativistic Fermi ideal gas. Another approach is based on the direct application of the
first law of thermodynamics [40].

Obviously, the described programs are not completely independent. Almost all
projects based on ab initio calculations require as input files the results of DFT calcu-
lations (e.g., Gaussian or Q-Chem [19]). Third-party programs used for calculations are
shown in Table 2.

In addition to DFT, these projects interact with other projects or among themselves.
pMuTT [30] uses TAMkin [19] to calculate kinetics. PGrAdd [36] uses pMuTT [30] for
unit conversion, SMILES code, inference to empirical relations, and calculation of the
microkinetic model. PGrAdd also includes RDKit code, iPython, NumPy, and other
libraries [36].

Thus, to date, programs of this type can be divided into two groups—theoretical and
empirical. Theoretical approaches based on statistical mechanics use partition functions
derived from the electronic configuration of molecules. It can be improved by normal
mode analysis. Empirical ones are based on classical (UNIFAC, SRK) and modern methods
(machine learning and datasets) of predicting the behavior of systems. Many programs
focus on the gas phase and catalysts; some are able to predict interphase behavior.

Thermodynamic projects are quite firmly linked to kinetic ones. They can use each
other’s code. In addition, they often use already-known libraries to convert values or
files. DFT calculations obtained in other programs are, in many cases, necessary for
thermodynamic calculations.

3. Quantum Chemistry
3.1. Quantum Chemistry

Quantum chemistry allows ab initio calculations, i.e., purely theoretical calculations
without reliance on experimental data. This is their undeniable advantage, as it eliminates
the need for research design, conducting experiments with expensive reagents and equip-
ment, collecting and accumulating data, analyzing these data, and then searching for or
confirming a pattern. The main applications of Python are summarized in Figure 2.
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On the other hand, theoretical procedures require significant computational resources.
In this regard, many program projects based on Python use this language for high-level
tasks, otherwise as a scripting language. For repeatedly performed and practiced math-
ematical operations, libraries written in the productive and efficient C++ language are
used. The inclusion of C++ libraries is “seamless” with the help of translation libraries [43].
For example, QFORTE [44] and PyBEST [45] rely on Pybind11, while Psi4NumPy uses
NumPy [46]. In addition, Psi4 [47–49] includes the LIBMINTS library for computing tensors
and matrices, which also opens the way to parallel computation.

Among the problems to be solved by the projects under consideration is the calculation
of the molecular electronic structure. This mainly requires the result of DFT calculations
(PySCF [50], dftatom [51], PSI4 [46,47,52], Molpro [53]). In this regard, several theories
have been implemented in Python. The Self-Consistent Field (SCF) method is introduced
for efficient Hartree-Fock [53] and Kohn–Sham DFT (KS-DFT) calculations with high
performance in various chemical and electronic environments [46,47,52]. The density
cumulant functional theory (DCFT) [46,47,52] is also presented.

In both HF and KS-DFT, the ground-state wavefunction is given as a single Slater
determinant Φ0 of molecular orbitals ψ [46,47] with total electronic energy E:

Φ0 = A| ψ1(1) ψ2(2) . . . ψN(N)|

E = 〈 Ψ0 | Ĥ | Ψ0 〉

The E energy should be minimized, subject to orbital orthogonality. This is equivalent
to suggesting that electrons are independent particles that only interact with each other’s
mean fields.

The minimization of the total energy within a given basis set leads to the following equation:

FC = SCE

where C, E, and S are the matrices of the molecular orbital coefficients, a diagonal matrix of
the corresponding eigenergies, and the atomic orbital overlap matrix, respectively.

Then, the Fock matrix is defined as follows:

F = T + V + J + K

where T, V, J, and K are the kinetic energy matrix, the external potential, the Coulomb
matrix, and the exchange matrix, respectively.

DCFT [46,47,52] provides a direct route to the calculation of molecular properties
without the use of a wave function [46,47,52]. The energy is expressed in terms of the one-
and two-particle density matrices (γ1 and γ2):

E = hg
pγ

p
q +

1
2

grs
pgγ

pq
rs
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where hg
p and grs

pg are the standard one- and two-electron integrals, γ
p
q and γ

pq
rs are the

elements of γ1 and γ2, respectively.
To minimize the energy (EDCFT) [47], the equation needs to meet the N-representability

conditions. γ2 is replaced in favor of its two-particle density cumulant with idempotent
part k and a correction τ:

EDCT =
1
2

(
hg

p + f g
p

)
γ

p
q +

1
4

grs
pgλ

pq
rs

λ
pq
rs = γ

pq
rs − γr

pγs
q + γs

qγr
p

γ
p
q = kp

q + τ
p
q

grs
pg = grs

pg − gsr
pg

f g
p = hg

p + gqs
prγr

p

Molecular electronic structure can also be calculated without DFT based on unconven-
tional wavefunction models with the pair Coupled-Cluster Doubles ansatz (pCCD) [45]
or multideterminant wavefunction model [54]. The molecular electronic structure can
also be calculated without DFT through variational and projection quantum eigensolvers,
adaptive eigensolvers, quantum evolution of imaginary time, quantum Krylov methods,
and quantum phase estimation [44].

Neural networks are already used in quantum chemistry. Similar to DFT, neural
networks help solve the problem of fast and accurate prediction of the electronic properties
of drug compounds [55]. They solve quantum problems such as computing the potential
energy surface [56,57].

The development of computing power has opened new opportunities for resource-
intensive computations. Today’s computational power allows us to perform much larger-
scale computations and solve much more complex problems. As a result, there is a huge
amount of data that needs to be processed. Routine processing of quantum-chemical
calculation files requires thoroughness, considerable time, and attention. In this connection,
various tools appear to facilitate the work. There appeared tools for working with the
mathematical part [58–60], parsing the Gaussian outfile [61], calculating optimal scaling
factors for the calculation of harmonic vibrational frequencies, fundamental vibrational
frequencies, and zero vibrational energies from electronic structure calculations [62], and of
eigenvalues of electronic symmetry [63]. A number of tools (FragBuilder [64] QMflow [65],
QCforever [66], Dalton [67], PyADF [68]) are designed to configure, automate, and start
calculations and can serve as independent calculation programs and as tool for launching
more developed programs.

QChASM makes it possible to construct and manipulate complex molecular struc-
tures, perform routine tasks, and predict the results of selective homogeneous catalytic
reactions [69].

Tools have been developed [61,70,71] for post-processing files of performed calcula-
tions of electronic structure and properties after the programs Gaussian, Molpro, Turbomole,
Q-Chem, ORCA, NWChem, GAMESS-US, PSI4, and Tonto. In addition to tools, there are
algorithms for extracting features from quantum computations and performing correlation
analysis [72], and algorithms are presented for performing a topological analysis of an
arbitrary function evaluated on an arbitrary grid of points [73].

There are online projects based on Python. WebProp was implemented as a web-based
interface for assessing one-electron ab initio quality attributes [74]. The QCArchive (Quan-
tum Chemistry Archive was created [75]) provides automatic computation and storage of
quantum chemistry results. It provides free access to tens of millions of quantum chemistry
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calculations for machine learning, method validation, and force field fitting. QCARCHIVE
realizes two goals: to generate reference results of calculations and to compute a stan-
dard set of DFT and MP2 methods using different basis sets, which can then be used for
validation and comparison.

In assessing the level of sophistication of quantum chemistry applications developed
in Python, we can conclude that they have evolved from single or few calculations to more
complex workflows in which a number of interrelated computational tasks are performed.
Today, this multi-scale modeling, combining different levels of accuracy, typically requires
a large number of individual computations that depend on each other.

3.2. Spectroscopic Application

In analytical chemistry, it is often necessary to solve spectroscopic problems. Analysis
and prediction of spectra simplifies the solution of analytical problems. The prediction
of spectra is based on quantum mechanical or other theoretical calculations. The fields of
Python application in spectroscopy are presented in Figure 3.
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The most popular application of Python in this field is nuclear magnetic resonance
spectra. Python has been used to develop chemistry modules for accurate and automatic
calculation of NMR chemical shifts of small organic molecules using quantum chemical
calculations [76] and prediction of amino acid type and secondary structure from correlated
chemistry shifts [77].

There is a library based on machine learning for automatic identification of molecules
from their NMR spectra [76]. A machine learning-based approach for analyzing several 2D
HSQC (heteronuclear single quantum coherence) spectra [78] and their simulation based on
the BMRB (Biological Magnetic Resonance Bank) database [79] has also been implemented.

The intersection of Python and NMR also finds application in biochemistry for de-
termining local protein structure using NMR chemical shifts. In addition, Python has
been used in optimizing protein structure studies [80–82] and RNA structure estimation in
13C [83].

Python also has applications in mass spectrometry [84], allowing peak matching [85],
and MALDI-TOF MS [86]. Mass spectrometry adduct calculator to identify some adduct
ions was created [87].

In vibrational spectroscopy, Python allows the prediction of IR spectra [88] and analysis
of vibrational spectra [19] based on Normal Mode Analysis (NMA) quantum chemical
calculations (Partial Hessian Vibrational).

The Gator [89] and VeloxChem [90] programs can simulate various types of spec-
tra, including absorption spectra, X-ray spectra, etc. Python has applications in Raman
spectroscopy [91] and UV spectra modeling [92].

3.3. Molecular Mechanics

The method known as molecular mechanics uses the principles of classical mechanics
to calculate the forces and energies present in molecular systems. Although molecules
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truly follow the rules of quantum mechanics, molecular mechanics allows the structure
and relative energy of molecules to be accurately reproduced using the classical method.
Molecular mechanics calculations are much faster than more complex ab initio calculations,
so we can analyze larger molecular systems or large numbers of molecules. Moreover,
molecular mechanics requires fewer computational resources to handle larger systems.
Hybrid quantum-chemical and molecular-mechanical potentials can be used in the pro-
grams [93–95].

Machine learning is gradually being introduced into molecular mechanics projects.
Models [96] based on neural networks and long-range forces (electrostatic and Van der
waals forces) are emerging. ParFit [97] allows parameters for molecular mechanical calcula-
tions to be fitted with a neural network to match ab initio calculations.

Although molecular modeling methods are mature, they may not be optimal for
complex systems and long timescales. Grand canonical methods [98] are integrated with
OpenMM and provide optimized calculations at long times of molecular dynamics simulations,
taking into account water molecules, which play a critical role in protein-drug interactions.

Rare events, whose probability of occurrence is low, are poorly handled by standard
algorithms and require a huge amount of simulation time. To handle such events, GRO-
MACS and CP2K need to be tuned to model rare events with unbiased dynamics [99],
providing transition interface sampling and replica exchange transition interface sampling
(RETIS). This approach allows one to study the chemical reactions and structural changes
of compounds [99].

Similar to quantum-mechanical projects, a large amount of accumulated data re-
quires preparation and further processing. There is a library [100] to set up the GRO-
MACS/PLUMED input files for the calculation of dissociation-free energy. MDTraj [101],
Wordom [102], and Pytim [103] allow one to work with trajectory data from molecular dy-
namics simulations. They work with GROMACS files, OpenMM, CHARMM, AMBER, etc.
Pytim is mainly focused on the analysis of interfacial properties in molecular simulations.

4. Material Science

Materials science is an interdisciplinary science that studies the properties of materials
in solid and liquid states. It includes the structure, electronic, thermal, chemical, magnetic,
and optical properties of materials.

Computer modeling in materials science opens up the possibility of understanding
the properties of materials at the molecular level. This allows scientists to predict material
properties and optimize the structure of materials to obtain the desired properties. Often,
materials are modeled with molecular dynamics [104].

Among the modeled properties are mechanical (strength, elasticity, plasticity, defor-
mation characteristics), tribological properties (friction coefficients [104], adhesion [104]
in lubricating monolayer films), thermodynamic properties (phase transitions, thermal
conductivity, heat capacity, and temperature dependence of properties) [105–107], elec-
tronic properties (electrical conductivity, electropolarization, dielectric constant, and optical
properties of materials) [106,107], and kinetic properties (diffusion).

Among semiconductor and insulating materials, the prediction of the thermodynamic
properties of point defects has been widely developed. DFT calculations [107] and the
supercell approach [106] are used to study such defects. Since these are resource-intensive
problems, optimized approaches have emerged [106].

The properties of defects under study also include chemical potential [106], charge
levels and electrostatic corrections [107], charged defect calculations with electrostatic
correction, calculation of formation energies, and stability of point defects [107]. Such
calculations can be performed for any materials [107] or specialized for specific ones, e.g.,
calculations of electrostatic potentials and fields of germanium detectors [108].

The range of applications in materials science is quite broad. Combined SCM (surface
complexation models), DLVO (DLVO theory, named after Boris Derjaguin and Lev Landau,
Evert Verwey, and Theodoor Overbeek) [109], and phase diagram calculations [34] can be
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performed. Application of Python in materials science allows screening in the chemical
space of substances with required properties [104] and modeling of the properties of
materials with different compositions [110]. It is possible to simulate the dynamics of
chemical reactions and model the self-assembly of molecules into complex structures on
surfaces [111].

In addition to calculations, tools have been developed to accelerate the setup, exe-
cution, post-processing, and analysis of calculations [107]. Tools have been developed to
build structures [34,112], visualize, perform model calculations, and analyze simulated
data [112], as well as analyze crystal structures [34].

Projects can both be quite independent as well as fully self-sufficient [109] and require
libraries or output files. The RDKit library [104,111] is used for working with chemical
structures, and the machine learning library scikit-learn [104,110] is used for data anal-
ysis. In some cases (DJMol [112]), the thermodynamic package discussed in Section 2
(Pymatgen [34]) is used for materials science modeling. The modeling may also require
GROMACS [104] or VASP/Gaussian [34] molecular dynamics calculations, and results
include the determination of friction coefficient, cohesive force, and nematic material [104].

5. Python in Software and Hardware

First of all, we should mention large-scale, multi-year projects that use Python. The
well-known Avogadro project allows Python scripting [113]. Python in Avogadro is based
on PyQt, which is a powerful and flexible tool for building graphical user interfaces. This
means that users can write Python scripts to automate tasks, customize the interface, or
add new features. Avogadro provides a set of ready-made Python plug-ins that allow users
to interact with the Avogadro API and extend the functionality of the program.

Python plugins have been developed for reading and writing molecular data files,
converting file formats, processing and matching molecular fingerprints, and working with
SMARTS queries [114,115]. This opens up opportunities for integration with the OpenBabel
toolkit, which facilitates chemoinformatics and provides a high-level Python interface for
fast and efficient molecular data processing [114].

A Python tool called AutoVis [116,117] allows automatic color tracking and colori-
metric titration with a webcam [118]. In some cases, the titration device is augmented
with automatic pumps for pumping liquids, and the titration unit can be remotely con-
trolled [119]. Similarly, the potentiometric instrument is for pH determination [120].

Python opens up possibilities for interfacing with single-board microcontrollers and
microcomputers such as Arduino [121,122], Teensy [122], Raspberry Pi [123,124], or Bea-
gleBone [122]. These devices are used to sub-connect to analytical equipment and read
and process data. Arduino Uno [121] allows connecting USB devices to PC to collect data
from various instruments: GC [125], capillary electrophoresis-UV, photometer, automated
burettes, thermometers, pH meters, and thermocyclers for PCR [121]. A Raspberry Pi-based
device with a connection to a spectrophotometer is assembled [123].

Data collection from the device and processing together with Arduino [125] are also
carried out in gas chromatography [126]. In the case of thin-layer chromatography, a photo
of the plate is taken using a smartphone. Then, based on a Python script, the analysis is
performed in a three-dimensional space where red, green, and green colors are set to detect
the pigment [127].

6. Educational Projects

With the development of digital technologies, students have the opportunity to acquire
specific skills. These skills are in demand today and are likely to be an integral part of
every advanced scientist’s education in the future. These are skills that combine the work
of various disciplines at the interface of basic and practical sciences with the possibilities of
computer technology.

Today, there are many courses that help to master such skills and familiarize chemistry
students with the computer language Python. It is useful to list them.
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Available courses include ways to predict physicochemical quantities (solubility, titra-
tion curves, calculation of distillation diagrams [128], calculation of entropy of a substance
from specific heat and enthalpy data [129]), handling datasets [128], Fourier transform
infrared spectroscopy [128], and NMR [128]. Courses teach modeling of first-order radioac-
tive decay kinetics [129] using random number generators. They show calculations of the
entropy of matter from specific heat capacity and enthalpy data and a nonlinear curve
fitting to real gas data [129].

Python-based machine learning is gaining popularity in analytical chemistry, and
many training courses in this direction are appearing. Machine learning is used in courses
on NMR [130], visible spectrum spectrometry (Raspberry Pi-based spectrometer [131]),
vibrational [132], and microwave [133,134] spectroscopy. The courses include training
in obtaining and processing signals from analytical instruments [130–132,135], visualiza-
tion [130], plotting, and linear approximation by the least-squares method. From the data
obtained, one learns to calculate reaction rates [131], perform multiclass classification to
determine functional groups (based on infrared absorption spectra [132]), and process test
data [132].

In the last few decades, various aspects of quantum chemistry and molecular dynamics
have been studied with the help of computer technology, in contrast to many other applied
areas of chemistry. Therefore, this field has been described quite extensively, including in
terms of educational projects. A training program for the solution of the Schrödinger equa-
tion has appeared: a three-point finite-difference numerical method to find the solutions
and plot the results (wave functions or probability densities) for a particle in an infinite,
finite, double finite, harmonic, Morse, or Kronig-Penney model [136]. There is a tutorial on
estimating key parameters in the fitting procedure in the expression of the Slater orbital
function in terms of a linear combination of Gaussian-type orbital functions [137]. Tutorials
have been created on the iterative nature of the Hartree-Fock Procedure [133,134], deter-
mining structure from microwave spectroscopy, the calculation of accurate energies, and
other aspects of theoretical chemistry [133,134], and Lennard-Jones fluid modeling [138].
Exercises in modeling and analyzing the dynamics of protein conformation under changes
in temperature, solvation, and phosphorylation [139,140] to master the kinematic equations
are provided.

Students are taught to solve mathematical problems in physical and analytical chem-
istry [141], including solving equations, Fourier transforms, calculating differentials and
integrals, optimizing functions, working with complex numbers, vectors, matrices, and
eigenvalues [141], as well as studying various aspects of the Boltzmann distribution [142].
An introduction to stochastic modeling of chemical and physical processes is presented [143]
with detailed examples of stochastic modeling (Brownian motion, diffusion, chemical ki-
netics, and polymerization with chain growth).

Many training projects work with tools that have a web interface. For simplicity,
they use Jupyter Notebooks [128,129,133,134,138,141,143–145]. Jupyter Notebook is an
interactive, integrated development environment that provides the ability to create, execute,
and document code, as well as share work results. It also includes functionality for quickly
creating and displaying graphs, charts, and data visualizations. In addition, Jupyter
Notebook provides the flexibility to modify and add code cells, text boxes, and images at
any time. This allows the user to run code in real time and instantly view the results of the
work. Jupyter Notebooks are popular in their use for teaching, but in addition to them,
Excel is described in the courses [128].

Almost all Python projects use the external libraries NumPy [141,143], Scipy [130,141],
Matplotlib [141], Sympy [141], and Pandas [128,130] for computation. Accordingly, these
courses include descriptions of how to interact with them.

The TeachOpenCADD learning platform is implemented to teach Python in chemistry.
It teaches how to use open-source chemoinformatics and structural bioinformatics to
explore key issues in computer-aided drug design (CADD) [144,145].
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7. Conclusions

Today, we are witnessing the rise of Python in the field of chemistry. Due to its simplic-
ity and flexibility, Python is widely used for various computer tasks related to chemistry.
Python is especially used for kinetic and thermodynamic calculations in physical chemistry.
In kinetic physical chemistry, the emphasis on transition state theory is predominant, but
projects have also been developed that use their own approaches. Kinetic packages often
require input data on electronic structures from other programs. Thermodynamic projects
are quite firmly linked to kinetic projects. Thermodynamic projects often require DFT
calculations from other programs.

Python has many applications in quantum chemistry and molecular mechanics; it
is one of the most growing areas of theoretical chemistry. In recent decades, research in
quantum chemistry and molecular mechanics has been conducted mostly on computers,
without real experiments. This is due to both the theoretical nature of the field and its
increasing computational capabilities. Python itself is a scripting language that is often
used for computations in conjunction with high-performing C++ libraries.

Python is actively used for laboratory automation, software development, and in-
terfaces for laboratory equipment and instruments. It allows for simplified experiments,
data collection, and instrument calibration. However, the application of the Python pro-
gramming language itself for laboratory purposes is in its early stages at the level of trial
projects. Obviously, this is due to the availability of ready-made commercial solutions,
which are easier to purchase with a warranty, which eliminates the need for maintenance
and responsibility on the part of the user. However, in areas that require a customized
approach (e.g., high-cost equipment) and constant flexibility in equipment customization,
hardware and software automation approaches may become in demand. In this case, it is
desirable to create widely recognized standards and ready-made frameworks.

The Python programming language is becoming increasingly popular in the field of
chemistry. This is due to its versatility, simplicity, and rich ecosystem of libraries and tools.
Due to its accessibility and community support, Python is the preferred choice for solving a
variety of chemistry problems and facilitating scientific research. However, dependence on
other libraries and programs can both increase the speed of development, facilitate the use
of existing code, and reduce the independence of those programs. In quantum chemistry,
Python interacts with programs such as Gaussian, GAMESS, NWChem, and others to
facilitate the automation of calculations, analysis of results, and complex simulations. It
also opens the way to the use of DFT in physical chemistry for calculating the electron
structure of a molecule and simulating spectra.

Data analysis and visualization is another area where Python has great potential.
Libraries such as NumPy, Pandas, and Matplotlib allow one to efficiently process and
analyze large amounts of data in chemistry. Working with such libraries is abundantly
described in the many tutorials that currently exist. It is not appropriate to analyze these
courses, but their availability allows everyone to find solutions to enrich their chemical
research.

Undoubtedly, the development of theoretical and computational chemistry will con-
tinue in the future. Interesting intersections at the borders of different fields of chemistry
are to be expected. Emerging combinations such as quantum chemistry and machine
learning will be increasingly used in physical quantum chemistry, materials science, and
other fields.

It is impossible to predict for sure which field will advance faster and more quickly
and attract more research attention. These fields are all rapidly evolving in a variety
of directions. We should anticipate the development of widespread, broadly accepted
standards as the diversity of approaches increases.
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