
Citation: Malla, P.P.; Sahu, S.;

Alutaibi, A.I. Classification of Tumor

in Brain MR Images Using Deep

Convolutional Neural Network and

Global Average Pooling. Processes

2023, 11, 679. https://doi.org/

10.3390/pr11030679

Academic Editors: Mohammed

Alshheri and Rahim Mutlu

Received: 13 January 2023

Revised: 11 February 2023

Accepted: 13 February 2023

Published: 23 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Classification of Tumor in Brain MR Images Using Deep
Convolutional Neural Network and Global Average Pooling
Prince Priya Malla 1,* , Sudhakar Sahu 1 and Ahmed I. Alutaibi 2,*

1 School of Electronics Engineering, Kalinga Institute of Industrial Technology, Bhubaneswar 751024, India
2 College of Computer and Information Sciences, Majmaah University, Majmaah 11952, Saudi Arabia
* Correspondence: princepriya.malla@gmail.com (P.P.M.); a.alutaibi@mu.edu.sa (A.I.A.)

Abstract: Brain tumors can cause serious health complications and lead to death if not detected
accurately. Therefore, early-stage detection of brain tumors and accurate classification of types of brain
tumors play a major role in diagnosis. Recently, deep convolutional neural network (DCNN) based
approaches using brain magnetic resonance imaging (MRI) images have shown excellent performance
in detection and classification tasks. However, the accuracy of DCNN architectures depends on the
training of data samples since it requires more precise data for better output. Thus, we propose a
transfer learning-based DCNN framework to classify brain tumors for example meningioma tumors,
glioma tumors, and pituitary tumors. We use a pre-trained DCNN architecture VGGNet which is
previously trained on huge datasets and used to transfer its learning parameters to the target dataset.
Also, we employ transfer learning aspects such as fine-tune the convolutional network and freeze the
layers of the convolutional network for better performance. Further, this proposed approach uses a
Global Average Pooling (GAP) layer at the output to avoid overfitting issues and vanishing gradient
problems. The proposed architecture is assessed and compared with competing deep learning based
brain tumor classification approaches on the Figshare dataset. Our proposed approach produces
98.93% testing accuracy and outperforms the contemporary learning-based approaches.

Keywords: medical imaging; magnetic resonance imaging; deep learning; transfer learning; tumor
detection; global average pooling

1. Introduction

Recently, computer vision-based medical imaging techniques help medical experts for
better diagnosis and treatment [1]. A number of medical imaging modalities for example
X-ray, computer tomography (CT), MRI, and ultrasound have shown remarkable achieve-
ments in the health care system [2]. These medical imaging techniques have been utilized
for brain imaging analysis, diagnosis, and treatment. The detection and classification of
brain tumors have emerged as a hot research topic for researchers, radiologists, and medical
experts [3].

Brain tumors arise due to the unusual growths and unrestrained cell division in the
brain. It can deteriorate the health condition of a patient and expedite casualty if not
detected precisely [4]. Generally, brain tumor is grouped into two varieties, for example
malignant tumor and benign tumor. A malignant tumor is regarded a cancerous tumor
and a benign tumor is considered a noncancerous tumor. The objective of tumor detection
is to identify the position and extension of the tumor area. This detection task can be
accomplished by comparing the abnormal areas with the normal tissue [5]. Accurate
imaging analysis of brain tumor images can determine a patient’s condition. MRI is an
extensively used imaging technique for the study of brain tumors. The brain MR images
provide a clear representation of the brain structure and abnormalities [6]. It is observed
that for brain tumor detection, two important imaging modalities such as CT scan and MRI
are used. However, as compared to CT scans, MRI is preferred due to its non-invasive
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nature which produces high-resolution images of brain tumors. Usually, brain MRI can
be modeled into four modes such as T1-weighted, T1-weighted contrast-enhanced, T2-
weighted, and T2-weighted FLAIR. Each model illustrates different features of a brain
tumor [7]. In the literature, various automated approaches have been introduced for
brain tumor classification utilizing brain MRI. Over the years, support vector machine
(SVM) and neural network (NN) based approaches are extensively utilized for brain tumor
classification [8–11]. Konur et al. [12] proposed SVM based approach where the SVM model
is first trained with known samples and then, the trained model is used to process other
brain tumor images. Xiao et al. [13] developed a segmentation technique by merging both
Fuzzy C-Means and SVM algorithms.

Earlier, machine learning (ML) based tumor detection approaches are considered state-
of-the-art techniques. Recently, these ML-based approaches are unable to provide high
accuracy results due to inefficient prediction models and the acute features of the medical
data. Therefore, most of the researchers tried to find an alternative learning-based approach
for the improvement of the classification accuracy [14,15]. Alternatively, deep learning (DL)
sets a sensational development in the machine learning domain since DL architectures can
efficiently predict the model by using a large dataset. Unlike SVM and KNN, the deep learn-
ing models are able to signify complex relationships deprived of using a large number of
nodes. Therefore, these approaches have obtained brilliant performance in medical imaging
applications [16]. Recently many researchers have developed computer-aided frameworks
for medical image classification tasks that produce outstanding results. Yu et al. [17] in-
troduced a computer-aided electroencephalogram (EEG) classification framework named
CABLES that classifies the six different EEG domains under a unified sequential frame. The
authors have conducted comprehensive experiments on seven different types of datasets by
using a 10-fold cross-validation scheme. The proposed EEG signal classification framework
has shown significant improvements over the domain-specific approaches in terms of
classification accuracies. Sadiq et al. [18] developed an innovative pre-trained CNN based
automated brain-computer interface (BCI) framework for EEG signal identifications. This
framework is basically investigating the consequences of various limiting factors. The
proposed approach has been assessed using three public datasets. The experimental results
witnessed the robustness of the proposed BCI framework when identifying EEG signals.
Huang et al. [19] urther developed a deep learning based EEG segregation pipeline to
overcome the previous limitations present in the BCI framework. In this approach, the
authors have merged the concepts of multiscale principal component analysis, Hilbert
transform based signal resolution approach, and pre-trained CNNs for the automatic fea-
ture estimation and segregation. The proposed BCI framework has been evaluated using
three binary class datasets. It is found the proposed approach is reliable in identifying EEG
signals and has shown outstanding performance in terms of classification accuracy.

The traditional diagnostic approach such as histopathology is the process of detecting
the disease with the help of microscopic investigation of a biopsy which is exposed onto
a glass slide. The traditional diagnostic approaches are performed manually from tissue
samples by pathologists. The area of infected area However, these traditional diagnostic
approaches are time consuming and difficult. On the other hand, transfer learning-based
DCNN framework reduces the workload of the pathologist and supports them to con-
centrate on vulnerable cases. Moreover, the use of transfer learning can help to process
the brain MRl images faster and more accurately. Further, the automatic detection and
classification will lead to a quicker diagnosis procedure which is less labor-intensive.

The DCNN architectures have shown outstanding performance in detecting and
classifying brain tumors because of their generalizations of different levels of features.
Also, the pre-processing steps such as data augmentation and stain normalization used
in DCNN are beneficial to obtain robust and accurate performance. Therefore, we are
motivated to use DCNN architecture to detect and classify brain tumors. However, the
accurateness of DCNN architectures depends on the data sample and the training process
since these architectures require more precise data for better output. In order to overcome
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this limitation, transfer learning can be employed for improved performance. Mainly,
transfer learning has two main aspects such as fine-tune the convolutional network and
freeze the layers of the convolutional network. Instead of building a CNN model from
scratch, fine-tuning the pre-trained model will be sufficient for the classification task.

Therefore, we use a pre-trained DCNN architecture called as VGGNet based on
transfer learning to classify brain tumors for instance meningioma tumor, glioma tumor,
and pituitary tumor. Usually, the pre-trained architecture is previously trained on a large
dataset and used to transfer its learning parameters to the target dataset. Therefore, the
pre-trained model can consume less time since it does not require a large dataset to get the
results. The top layers of the VGGNet model extract the low-level features for example
colors and edges whereas, the bottom layers extract the high-level features for example
objects and contours. The objective is to transfer the knowledge learned by VGGNet to a
different target task of classifying brain tumor MRI images. The main objective of using
VGGNet over other pre-trained networks is the use of small receptive fields in VGGNet
rather than massive fields. Due to the use of smaller convolutional filters in the VGGNet, it
contains a significant number of weight layers and in turn, it provides better performance.
Further, this proposed approach uses a Global Average Pooling (GAP) layer at the output
to avoid overfitting issues and vanishing gradient problems. The GAP layer is used to
transform the multidimensional feature map into a one-dimensional feature vector [20–22].
Since the GAP layer does not need parameter optimization, therefore, the overfitting issue
can be escaped at this layer. The major contributions of the proposed research work are
listed as follows

1. To develop an approach for automatic detection and classification of brain tumors us-
ing transfer learning-based DCNN architecture. The proposed approach is proficient
in extracting important features from the Figshare dataset.

2. Data augmentation technique is used to artificially increase the size of training image
data by rotating and flipping the original dataset. More training image data will help
the CNN architecture to boost performance and produce skillful models.

3. GAP layer is used at the output to avoid overfitting issues and vanishing gradi-
ent problems.

4. To compare the proposed framework with competing brain tumor classification
approaches with reference to accuracy on the Figshare dataset.

The remainder of the research article is structured as follows: Section 2 presents the
comparative analysis of related work done. Section 3 provides a brief outline of DCNN,
transfer learning and the pre-trained model VGGNet. Section 4 illustrates the proposed
brain tumor detection approach. Section 5 presents a thorough description about the dataset
used in the experiment, evaluation metrics, the training process, results and discussion.
Finally, Section 6 provides the conclusion and possible future prospect of this work.

2. Related Work

Brain tumor detection and classification problem have been evolved as a hot research
topic for two decades because of their high medical relevance. Timely detection, diagnosis,
and classification of brain tumors have been instrumental in effective treatment planning
for the recovery and life extension of the patient. Brain tumor detection is a procedure
to differentiate the abnormal tissues for example active tumor tissue, edema tissue from
normal tissues for example gray matter, white matter. Generally, the brain tumor detection
process is grouped into three types such as manual detection, semi-automatic detection,
and fully automatic detection. Currently, medical experts are giving more importance
to fully automatic detection methods where the tumor location and area can be detected
automatically deprived of human intervention by setting appropriate parameters.

The deep learning model extends the conventional neural networks with the addition
of more hidden layers among the input layer and output layer of the network in order to
establish additional complex and nonlinear relations. A number of deep learning models
for instance convolutional neural network (CNN), deep neural network (DNN), recurrent
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neural network (RNN) are extensively employed for medical imaging applications. Here,
we summarize numerous the deep learning-based existing work done for the brain tumor
classification task.

Havaei et al. [23] introduced an automated DNN based brain tumor segmentation
technique. This method accomplishes both local and global contextual features of the
brain at one time. The fully connected (FC) layer used at the last layer of the network
improves the network speed by 40 fold. This proposed model is applied specifically for the
segmentation of glioblastomas tumors pictured in brain MRI. Rehman et al. [24] introduced
three different types of CNN-based architecture for example AlexNet, GoogLeNet, and
VGGNet for the classification of brain tumors. This framework attained an accuracy of
98.69% by utilizing the VGG16 network.

Instead of extracting features from the bottom layers of the pre-trained network,
Noreen et al. [25] introduced an efficient framework where, the features are extracted from
multiple levels and then, concatenated to diagnose the brain tumor. Initially, the features are
extracted from DensNet201 and then, concatenated. At last, the concatenated features are
provided as input to the softmax classifier for the classification. Similar steps are applied
for the pre-trained Inceptionv3 model. The performances of both models are assessed
and validated using a three-class brain tumor dataset. The proposed framework achieved
accuracies of 99.34%, and with Inception-v3 model and DensNet201 model respectively in
terms of classification of brain tumor.

Li et al. [26] developed a multi-CNN structure by combining multimodal information
fusion and CNN to detect brain tumors. The authors have extended the 2D-CNNs to
multimodal 3D-CNNs in order to get different information among the modalities. Also, a
superior weight loss function is introduced to minimize the interference of the non-focal
area which in turn increases the accuracy of detection. Sajjad et al. [27] developed a CNN-
based multi-grade classification system which helped in clear segmentation of tumor region
from the dataset. In this system, first, a deep learning technique is utilized to segment
tumor areas from brain MRI. Subsequently, the proposed model is trained effectively to
avoid the deficiency of data problems to deal with MR images. Finally, the trained network
is fine-tuned using augmented data to classify brain tumors. This method achieves an
accuracy of 90.67% for enhancing the classification of tumors into different grades.

Anaraki et al. [1] proposed a tumor classification approach by taking advantage of
both CNN and the genetic algorithm (GA). Instead of adopting a pre-defined deep neural
network model, this proposed approach uses GA for the development of CNN architecture.
The proposed approach attained an accuracy of 90.9% for classifying three Glioma grades.
Zhou et al. [28] presented a universal methodology based on DenseNet and RNN to detect
numerous types of brain tumors on brain MRI. The proposed methodology can successfully
handle the variations of location, shape, and size of tumors. In this method, first DenseNet
is applied for the extraction of features from the 2D slices. Then, the RNN is used for the
classification of obtained sequential features. The effectiveness of this approach is evaluated
on public and proprietary datasets and attained an accuracy of 92.13%.

Afshar et al. [29] proposed a new learning-based architecture called capsule networks
(CapsNets) for the detection of brain tumors. It is perceived that CNN needs enormous
amounts of data for training. The introduction of CapsNets can overcome the training
complexity of CNN as it requires fewer amounts of data for training. This approach
incorporates CapsNets for brain tumor classification and achieves better performance than
CNNs. Deepak et al. [30] recommended a transfer learning-based tumor classification
system utilizing a pre-trained GoogLeNet to categorize three prominent tumors seen in
the brain such as glioma, meningioma, and pituitary. This method effectively classifies
tumors into different grades with a classification accuracy of 98%. Frid-Adar et al. [31]
introduced a generative adversarial network for the task of medical image classification to
face the challenges of the unavailability of medical image datasets. The proposed approach
generates synthetic medical images which are utilized to improve the performance. This
approach is validated on a limited liver lesions CT image dataset and has shown a superior
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classification performance of 85.7% sensitivity and 92.4% specificity. Abdullah et al. [32]
introduced a robust transfer learning enabled lightweight network for the segmentation
of brain tumors based on the VGG pre-trained network. The efficacy of the proposed
approach has been evaluated on the BRATS2015 dataset. This framework attained a global
accuracy of 98.11%.

3. Deep Convolutional Neural Network

CNN’s are feed-forward neural networks that rely on features such as receptive
field, weight sharing, and pooling operation in order to characterize the image data [33].
Generally, CNN involves three key layers for example convolutional layer, pooling layer,
and fully connected (FC) layer. In convolutional layers, the convolution operation between
various kernels and the input image is performed to obtain feature maps. The convolution
layers reduce drastically the total network parameters due to the concept of weight sharing
and identify various patterns using the receptive field. The pooling layer pools features
via a window of a particular size. The pooling layer minimizes the size of the feature map
and parameters used in CNN. It helps to reduce the computational cost. Max-Pooling is
the widely used pooling technique for designing CNN where it considers the maximum
value of input taken by the pooling window. The FC layer acts as a classifier. The features
propagated in a forward direction through the network to the FC layer. Finally, the back-
propagation procedure is utilized to update the network parameters with the help of
gradient descent.

Each convolutional layer extracts features from the previous layer. The feature map
can be calculated as

Fs = bs + ∑
r

Wsr∗Xr (1)

where, Xr represents the rth input channel and Wsr represents the corresponding sub-
kernel, bs is a bias term and ∗ signifies the convolution operation. Thus, the feature can be
commutated by taking summation of the application of R dissimilar N × N convolution
filters and a bias term. To get the non-linear features, some of the non-linear functions for
example sigmoid, rectified linear unit have been applied to the convolution result. Recently,
a max-out non-linearity has been used effectively in exhibiting valuable features. The
max-out features related with K feature maps for spatial position i, j as follow

Zs,i,j = max
{

Fs,i,j, Fs+1,i,j, . . . . . Fs+K,i,j
}

(2)

Max pooling operation determines maximum feature value in each feature map. It
minimizes the size of feature map which depends on the pooling size p. It is characterized as

Hs,i,j = Max
P

Zs,i+p,j+p (3)

In the case of medical image processing, the available data to train a DCNN model
is limited. This results in over-fitting which lowers the performance of the DCNN model.
To solve this issue, the concept of transfer learning is introduced [34]. Transfer learning
is nothing but a part of deep learning that is based on the fact that a pre-trained model is
trained on a large dataset and transfers its learning parameters to the small dataset usually
the target dataset. In order to use the pre-trained model for a different task, the last FC
layers are trained with preliminary arbitrary weights on the target dataset. Therefore,
the transfer of the pre-trained network parameters can deliver a new target model with
effective feature extraction proficiency and less computational cost. Transfer learning has
shown superior performance in medical imaging applications with reference to accuracy,
training time, and error rates. Here, we use a popular pre-trained network, VGG16 for
brain tumor classification tasks.

VGG16 is a DCNN pre-trained network introduced by Simonyan et al. in 2014 [35]. It
involves 16 layers which contain convolutional layers, 3 FC layers and 5 max-pooling lay-
ers. The input image fed to the first convolutional layer is having image size of 224 × 224.
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Rectified linear unit (ReLU) is utilized as the activation function subsequently every convo-
lutional layer. In addition, a max pooling layer is used in VGG16 network to minimize the
size of the network. To prevent over-fitting, dropout regularization is used in the FC layers.
Finally, softmax linear layer is used after the last FC layer for the classification of the given
image. VGG16 network replaces multiple 3 × 3 filters in a sequential manner. The use of
multiple stacked small size kernel is more effective as compared to a large size kernel and
it improves the depth of ConvNet. Therefore, the ability of the network to learn hidden
features increases with increase in depth of ConvNet.

4. Proposed Transfer Learning Based Brain Tumor Classification Framework

The proposed transfer learning-based brain tumor classification framework is demon-
strated in Figure 1. The proposed approach comprises three main stages including pre-
processing, feature extraction, and classification. In the pre-processing step, we use the
contrast stretching technique to enhance the brain MRI images. To reduce overfitting, the
data augmentation technique is utilized to artificially enhance the size of training image
data by rotating and flipping the original dataset. More training image data will help the
CNN architecture to boost performance and produce skillful models. In the next step, a
pre-trained DCNN architecture VGG16 is applied on a target brain MRI dataset to extract
distinctive features from brain MRI images. Also, two important strategies of transfer
learning for instance fine-tuning of VGG16 architecture and freezing layers of VGG16
architecture are employed. Further, this proposed approach uses a GAP layer at the output
to avoid overfitting issues and vanishing gradient problems. Finally, the distinctive features
are classified using a log-softmax layer. The steps used in this proposed framework are
explained in detail as follows.
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4.1. Data Pre-Processing

The fundamental task of the pre-processing step is to enhance the quality of the brain
MR images and to improve the contrast. Generally, the brain MR images are acquired
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from various modalities which reduce the intensity level and produce artifacts. Therefore,
contrast enhancement of brain MR images is important before further processing through
human or computer vision systems [36]. Furthermore, preprocessing step can help to
increase the signal-to-noise ratio, remove background noise, to preserve the edges of the
MR images. Therefore, we use the contrast stretching algorithm in the pre-processing
to produce high-resolution contrast MR images. The deep neural network models can
enhance their learning capability and predict more accurate output with a large training
dataset [37]. We utilize data augmentation techniques in order to get large training data
from the original dataset. This helps in reducing the over-fitting effect that arises during
training. Basically, rotations and flipping are used as data augmentation techniques for the
generation of the large training dataset. Each image in the original dataset can be rotated
with an angle of 90, 180, and 270 degrees. Similarly, the image can be flipped vertically and
horizontally. In this way, a large training dataset can be generated and given as input to the
pre-trained DCNN architecture.

4.2. DCNN Based Feature Extraction

The discriminative features extracted from the large training dataset are fed into the
DCNN architecture in order to characterize the properties of brain MRI images. In this
proposed work, we employ a pre-trained DCNN architecture called the VGG16 network.
Also, we use transfer learning techniques to improve classification accuracy and accelerate
the learning process. VGG16 is trained on the ImageNet dataset that comprises 1.2 million
images of 1000 types of classes. The pre-trained weights will be used for further training
of VGG16 for brain tumor classification problems when data availability is limited. This
process will help in minimizing the over-fitting effect. The discriminative feature extraction
can be done by means of two aspects of transfer learning such as fine-tuning and freezing.
Fine-tuning replaces the last layers of the VGG16 model. Instead of replacing the whole
DCNN architecture, the weights of the network are modified from the top of the pre-trained
model. The last FC layers are trained using preliminary weights on the Figshare dataset
(target dataset) with a smaller learning rate and the other layers are kept stationary by
freezing their learning parameters. The learning rate of all blocks is made zero except
the last layer. Even though the Figshare dataset is different from the ImageNet dataset,
the low-level features are analogous. Therefore, the procedure of transferring learning
parameters enhances the feature extraction capability and minimizes computational cost.

4.3. Classification of Brain Tumors

This proposed approach uses a Global Average Pooling (GAP) layer at the output as
an alternative to an FC layer. The GAP layer is used as a smooth layer that transforms the
multi-dimension feature map into a one-dimension feature vector. If the size of the image
is N × N then, the GAP layer transforms the (M × N × N) feature map to the (1 × N)
feature map. Consequently, it accomplishes a linear transformation of vectorized feature
maps which can be inferred as groups of confidence maps. Henceforth, the GAP layer is
more natural to the convolution structure with the enforcement of communications among
feature maps and categories. Since the GAP layer does not need parameter optimization,
therefore, the overfitting issues and vanishing gradient problem can be resolved at this
layer. The extracted features from the VGG16 network are processed through the softmax
classifier. First, the discriminative features from the pre-trained DCNN model are fine-
tuned to the Figshare dataset. Then, the softmax layer classifies the brain tumors into three
classes by regulating the number of neurons. The detailed process of the proposed transfer
learning-based brain tumor classification framework is summarized in Algorithm 1.
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Algorithm 1: Brain Tumor Classification using Transfer Learning

Input: Brain MRI Dataset (Figshare), Learning rate: 0.0001, Batch size: 20, Epochs: 100
Step 1: Apply Pre-processing step to enhance the quality of the brain MR images.
Step 2: Apply data augmentation techniques to get large training data.
repeat
for epoch 1 to N do
Step 3: Set pre-trained DCNN layer functions and filters
Step 4: Train the Brain MRI Dataset as a sample knowledge base
Step 5: Extract the discriminative features from Brain MR images and into the DCNN architecture
Step 6: Compute the outcomes of DCNN architecture
Step 7: Apply the GAP layer to transform the (MxMxN) feature map to the (1xN) feature map.
Step 8: Compute MSE loss function
Step 9: Redefine the DCNN layers to improve classification accuracy
Step 10: Do for all MR images
end for
Until converge
Output: MR Slices

5. Experiments and Discussion

We assess the efficiency of the proposed transfer learning-based framework on the
widely used Figshare dataset. Here, we illustrate a detailed description of the datasets,
evaluation metrics, network training, and performance evaluation.

5.1. Datasets

We use a publicly available brain MRI dataset called Figshare developed by Cheng
et al. [38]. The dataset contains 3064 T1-weighted brain MRI slices of three different cate-
gories of tumor for example meningioma, glioma, and pituitary obtained from 233 patients.
The dataset comprises 708 meningioma slices, 1426 glioma slices, and 930 pituitary slices.
All images are stored in .mat format. The MRI slices are normalized with an intensity range
between 0 to 1. Figure 2 shows three categories of brain tumors from the Figshare dataset.
Figure 3 demonstrates the images obtained after the application of the data augmenta-
tion technique.
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5.2. Evaluation Metrics

To assess the effectiveness of the proposed model for detection and classification
task of brain tumor, we use four performance measures for instance accuracy, sensitivity,
precision, and specificity.

Accuracy: It is a performance metric which determines the percentage of appropriately
classified image samples among total number of image samples without considering the
image class labels. It can be calculated using following relation

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

Sensitivity: It is a performance metric which determines the ability of the model to
properly classify brain tumors. It can be calculated using following relation

Sensitivity =
TP

TP + FN
(5)

Specificity: It is a performance metric which determines the ability of the model to
accurately classify negative samples. It can be calculated using following relation

Speci f icity =
TN

TN + FP
(6)

Precision: It is a performance metric which determines the true positive measure. It
can be calculated using following relation

Precision =
TP

TP + FP
(7)

The notations used in the above equations are represented as; TP: true positive, TN:
true negative, FP: false positive and FN: false negative.
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5.3. Network Training

Here, we explain the detailed architecture and training procedure of the proposed
transfer learning-based framework. The architecture of our proposed DCNN framework
is illustrated in Figure 4. Here, the convolution operation is accomplished using 3 × 3
convolution filters with zero paddings. Similarly, the pooling operation is performed
using max-pooling of size 2 × 2. The MRI slices are resized into 224 × 224 pixels using
interpolation. The values of the augmentation parameters used in the process of data
augmentation are set as vertical flip = 0.5, horizontal flip = 0.5, random brightness contrast
= 0.3, and shift scale rotate = 0.5. Each MRI slice is normalized with the subtraction of
the mean image calculated from the training set. We use FC layers trained with the ReLU
activation function. The dropout rate used to avoid overfitting is 0.2. Adam optimizer is
utilized for the optimization of the network having a learning rate of 0.001. The parameters
β1 and β2 are set to 0.6 and 0.8, correspondingly. We use 100 epochs with a batch size of 20
to train the DCNN model. We use 70 percentage of MRI dataset for training, 15 percentage
of the dataset for validation, and the rest 15 percentage of the dataset for testing. The hyper
parameters used in our proposed methodology are illustrated in Table 1.
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Table 1. Network Hyper parameters setting in our proposed methodology.

Parameters Used Values

Batch size 20

Dropout rate 0.2

Learning rate 0.001

Epochs 100

Optimizer Adam

Activation Function Softmax

Vertical flip 0.5

Horizontal flip 0.5

Random brightness contrast 0.3

Shift scale rotate 0.5

5.4. Results and Discussion

In the first part of the experiment, we assess the performance metrics of the proposed
transfer learning-based DCNN model on the Figshare dataset with regards to accuracy,
sensitivity, precision, and specificity. Table 2 shows the performance measures of the
proposed transfer learning-based classification model. It is noticed that the proposed
classification model has shown the highest percentage for four important classification
measures when evaluated on the Figshare dataset. As seen, our classification framework
reached an accuracy, sensitivity, specificity, and precision of 98.93%, 98.68%, 99.13%, and
99.11%, respectively. Also, we present the accuracy of each class of tumors as well as
mean accuracy in Table 3. In our experiment, we have used 106 brain MRI slices having
Meningioma tumor, 214 brain MRI slices having Glioma tumor, 139 brain MRI slices having
Pituitary tumor for testing the proposed classification framework. As observed from
Table 2, we obtain the classification accuracy for Meningioma 97.88%, for Glioma 99.29%,
and Pituitary 98.38%. Finally, we have taken the mean accuracy of three classes of tumors,
and it resulted as 98.51%. Table 4 illustrates the MSE loss after each convolutional layer of
the proposed transfer learning-based DCNN model being trained. In addition, we present
the sample experimental results obtained by the proposed framework in Figure 5. Figure 4
shows the original brain MR image with tumor image, white matter, segmented Image,
gray matter, skull-stripped image, and extracted tumor respectively. The confusion matrix
of the proposed transfer learning-based DCNN model is illustrated in Figure 6.

Table 2. Experimental Results of Proposed Transfer Learning based DCNN Model on Figshare dataset.

Accuracy (%) Sensitivity (%) Specificity (%) Precision (%)

98.93 98.68 99.13 99.11

Table 3. Accuracy Percentage of Each Types of Tumors obtained by Proposed Approach.

Types of
BrainTumors

Number of Brain MRI
Slices Used for Testing Accuracy Mean Accuracy

Meningioma 106 97.88

98.51Glioma 214 99.29

Pituitary 139 98.38
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Table 4. MSE Loss at each convolutional Layer of Proposed Transfer Learning based DCNN Model
on Figshare dataset.

Layers CONV-1 CONV-2 CONV-3 CONV-4 CONV-5

Loss 0.168 0.271 0.348 0.395 0.462
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Usually, feature maps assist in determining the active areas of brain MR images
which play a significant role in the tumor classification procedure. The outer layers of
the network emphasize granular features such as the shape of the brain and locations
of tumors. The granularity of the features minimizes as we proceed through the layers.
The last layer produces fine granular features which can find small tumors. At last, the
generated feature maps are employed to classify the brain MRI using a Sigmoid activation
function. The receiver operator characteristics (ROC) curve and precision-recall (PR) curve
of the proposed classification methodology is shown in Figure 7. The training progress
of the proposed transfer learning-based framework is presented in Figure 8. It shows
the variation of accuracy percentage versus the number of epochs. It is perceived that
with increase in epochs, the model attains the minimum mean square error and converges.
Finally, our proposed transfer learning-based DCNN model attains an accuracy of 98.9%
on the Figshare dataset.
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In the second part of the experiment, the competency of the proposed transfer learning-
based DCNN framework is compared with existing brain tumor classification techniques on
the Figshare dataset. We consider some of the existing methods introduced by researcher
Ismael et al. [3], Abiwinanda et al. [7], Swati et al. [16], Afshar et al. [29], and Pashaei
et al. [39], for the comparison. Ismael et al. [3] combined both statistical features and NN
algorithms for the brain tumor classification task and attained an accuracy of 91.9% on the
Figshare dataset. Abiwinanda et al. [7] developed a CNN-based architecture with max-
pooling for brain tumor classification and attained an accuracy of 84.19%. Afshar et al. [29]
use CapsNets based model for the detection of brain tumors. It overcomes the training
complexity of CNN and achieves a classification accuracy of 86.56%. Pashaei et al. [39] use
CNN for the purpose of extraction of hidden features from brain MRI and then, ELMs are
employed to classify extracted features. They obtained the highest classification accuracy
of 93.68%. Jun et al. [40] introduced a unique attention based mechanism by integrating
the multipath network for the task of brain tumor classification. The primary objective of
using the attention mechanism is to choose only the acute information fit into the target
area whereas ignoring the irrelevant details. In addition, the multipath network is utilized
to reduce the complexity. This scheme has been evaluated with the Figshare dataset and
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attained an accuracy of 98.61%. Masood et al. [37] develop an efficient custom Mask Region-
based CNN scheme for tumor classification and segmentation in adverse conditions for
example noisy input MR images, asymmetrical shapes, and indistinct boundaries. This
scheme has been evaluated with the Figshare dataset and attained an accuracy of 98.34%.
The performance results with regards to the accuracy of different competing approaches
are showed in Table 5. It is perceived that the proposed transfer learning-based DCNN
model has shown superior accuracy results compared to other existing approaches.
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Table 5. Performance Comparison of Proposed Transfer Learning based DCNN Model with Existing
Learning based Approaches on Figshare dataset.

Methods Year Model Used Accuracy (%)

Ismael et al. [3] 2018 NN 91.90

Abiwinanda et al. [7] 2019 CNN 84.19

Swati et al. [16] 2019 CNN 94.82

Afshar et al. [29] 2018 CapsNet 86.56

Pashaei et al. [39] 2018 CNN 93.68

Jun et al. [40] 2022 Dual-attention 98.61

Masood et al. [37] 2021 Custom Mask-RCNN 98.34

Proposed Method 2023 VGG-16 CNN 98.93

It is observed from our research work that different brain tumors have different shapes
and positions. For example, a glioma tumor is typically encircled by edema. On the other
hand, pituitary tumor exists near the sphenoidal sinus and optic chiasma. Meningioma
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normally occurs very close to the skull, and cerebrospinal fluid. Thus, it is very problematic
to classify the discriminative features of a particular brain tumor. Also, the discriminative
features are correlated to the position of the brain tumor. Most of the deep learning-based
approaches are unable to classify features due to the unavailability of data. However, our
proposed transfer learning-based tumor detection and classification approach require fewer
amount data for learning since the pre-trained model is previously trained via a large
amount of data. Therefore, the proposed approach is capable of learning and classifying
different types of features. It provides accurate classification results for three categories
of tumors.

In addition, we have done a comparative analysis of the results obtained by the
proposed transfer learning based DCNN model on the Figshare dataset with and without
the data pre-processing step as shown in Table 6. The objective is to show the effectiveness
of the data pre-processing step used in our proposed approach. It is observed that the
proposed approach has shown better results in terms of accuracy, precision, specificity, and
precision with the data pre-processing step as compared to without pre-processing step.

Table 6. Comaprative analysis of the results obtianed by the Proposed Transfer Learning based
DCNN Model on Figshare dataset with and without data pre-processing.

Evalation Metrics Accuracy (%) Sensitivity (%) Specificity (%) Precision (%)

With Data
pre-processing 98.93 98.68 99.13 99.11

Without Data
pre-processing 97.82 97.56 97.88 98.15

6. Conclusions

In this research work, we use a pre-trained DCNN architecture VGG16 based on
transfer learning for the classification of brain tumors for example meningioma tumor,
glioma tumor, and pituitary tumor. This proposed work has overcome the limitation in
the training of data samples of DCNN architectures with the use of transfer learning and
provides more accurate classification results. Due to the use of the GAP layer at the output,
the proposed framework avoids overfitting issues and vanishing gradient problems. Our
proposed approach attains classification accuracy of 98.93% and outperforms the state-
of-the-art learning-based approaches on the Figshare dataset. This proposed research
work can support medical experts to make more accurate decisions regarding the type of
brain tumors and consequently, it may reduce the diagnosis error. Although the proposed
transfer learning based DCNN framework has shown outstanding results, still certain
improvements can be possible. In the future, a larger dataset can be used for training
purposes. Further, the issues of feature dimensionality that arise at the time of transferring
weights and parameters can be addressed.
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