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Abstract: A Distributed Control System is a concept of Network Control Systems whose applications
range from industrial control systems to the control of large physical experiments such as the ALICE
experiment at CERN. The design phase of the Distributed Control Systems implementation brings
several challenges, such as predicting the throughput and response of the system in terms of data-flow.
These parameters have a significant impact on the operation of the Distributed Control System, and
it is necessary to consider them when determining the distribution of software/hardware resources
within the system. This distribution is often determined experimentally, which may be a difficult,
iterative process. This paper proposes a methodology for modeling Distributed Control Systems
using a combination of Finite-State Automata and Petri nets, where the resulting model can be used
to determine the system’s throughput and response before its final implementation. The proposed
methodology is demonstrated and verified on two scenarios concerning the respective areas of ALICE
detector control system and mobile robotics, using the MATLAB/Simulink implementation of created
models. The methodology makes it possible to validate various distributions of resources without
the need for changes to the physical system, and therefore to determine the appropriate structure of
the Distributed Control System.

Keywords: Cyber-Physical System; Hybrid System; Finite-State Automata; Petri net; Distributed
Control System; Detector Control System

1. Introduction

A Distributed Control System (DCS) is a concept of Network Control Systems [1,2]
often used in industrial applications where the distribution of resources throughout the
system brings significant advantages. The DCS is characterized by a multi-level architec-
ture, where individual control levels are connected by different types of communication
networks, as described in the IEC 61499 [3,4]. In the case of the need to control and capture
data from the controlled process in real-time, it is necessary to consider the limitations
resulting from the communication and computing processes in terms of throughput and
response: these system parameters can have a significant impact on the quality and stability
of implemented control [5]. The estimation of these parameters may not be a trivial task in
the case of more complex Distributed Control Systems with a variable size of transmitted
data [6]. To estimate the throughput and response of a DCS, this system can be considered
a Cyber-Physical System (CPS) that can be modeled and analyzed using the concept of
Hybrid Systems [7,8]. Computing processes and communication networks within the DCS
can be considered as systems with discrete events, which are convenient to model using a
number of approaches including Finite-State Automata and Petri nets [9–11].

A prominent example of the implementation of Distributed Control Systems architec-
ture is the Detector Control System (ALICE-DCS) of the ALICE experiment (A Large Ion
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Collider Experiment) at the Large Hadron Collider (LHC) at the European Organization
for Nuclear Research (CERN). The ALICE experiment helps understand the formation of
the early universe by studying the quark–gluon plasma, i.e., the fifth state of matter that is
presumed to have filled the universe shortly after the Big Bang, when quarks and gluons
could move freely. In the LHC, the quark–gluon plasma is created by heavy ion collisions,
which are captured by a complex of ALICE experiment detectors [12]. The ALICE-DCS
ensures stable and safe operation of the detectors while ensuring the tasks of control, moni-
toring, and data acquisition from the detector electronics [13]. The ALICE experiment and
its detectors underwent modernization from 2018 to 2022, which also increased the mon-
itoring frequency of the detector electronics and caused an order-of-magnitude increase
in the amount of data that needs to be processed and distributed in real time [14]. Such
an increase in real-time data processing requirements would result in an unbearable load
on the supervisory control and data acquisition (SCADA) systems within the ALICE-DCS.
For this reason, a new software layer, ALICE Low-Level Front End Device (ALFRED),
co-developed by the authors of this paper as part of the ALICE experiment at the CERN LHC:
The study of strongly interacting matter under extreme conditions project, was included in the
control system of the detectors of the ALICE experiment. ALFRED ensures data processing
before being forwarded to the SCADA system while also creating an abstraction layer for
detector electronics from the point of view of the SCADA system [15]. The distribution of
software and hardware resources within the ALICE-DCS is mostly determined experimen-
tally, which is a lengthy and iterative process, which results in the need for modeling the
ALICE-DCS to determine the appropriate distribution of the used resources [16]. As similar
conclusions were drawn regarding the application of mobile robotics in the context of the
DCS infrastructure, which had been developed beforehand at the Center of Modern Control
Techniques and Industrial Informatics (CMCT&II) at the Department of Cybernetics and
Artificial Intelligence (DCAI) FEEI TU of Košice [17,18], an idea for a unified methodology
for modeling and analysis of Distributed Control Systems was conceived.

This paper is structured as follows. The first part presents the DCSs in the context
of CPSs, including the possibilities for their modeling. The following part describes the
infrastructures of DCSs, which are to be considered in scenarios to illustrate the methodol-
ogy. The last part of the paper is devoted to the step-by-step description of the proposed
methodology for modeling and analysis of Distributed Control Systems. The methodology
is subsequently applied to the control system of the detectors of the ALICE experiment and
to the application of mobile robotics in the context of the DCS at the CMCT&II.

2. Modeling of Distributed Control Systems—Fundamental Concepts

As is the case with a variety of processes, the numerous modeling methods for
Distributed Control Systems can be applied both in DCS design and subsequent anal-
yses [19,20]. Based on the idea that CPSs integrate the computational and physical part
of the system through the hierarchical layers of the DCS automation pyramid, we will
hereafter show how Distributed Control Systems can be represented as Cyber-Physical
Systems and subsequently modeled as systems with discrete events. Basic related concepts,
including Hybrid Systems formalisms and their pertinent applications, are introduced.

2.1. Cyber-Physical Systems and Hybrid Systems

Cyber-Physical Systems, a prominent technology of Industry 4.0 [21], are computer
systems whose physical processes are monitored, controlled, and coordinated by computing
and communication resources. From the conceptual point of view, CPSs can be defined
as an aggregate consisting of interconnected computational and physical processes [22].
An essential element of CPSs are networks that ensure communication between individual
computing processes, actuators, and sensors. A conceptual diagram of the structure of the
CPS can be seen in Figure 1.
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Figure 1. Schematic representation of the concept of a Cyber-Physical System.

Given the definition of the CPS, the Distributed Control System can also be considered
a Cyber-Physical System. The DCS is a computer control system for complex processes
in which individual control and coordination processes are distributed within the system
without a central control node [23]. Unlike a Centralized Control System, individual control
processes are located closer to the controlled processes, which makes the control system
more reliable and characterized by lower initial costs for implementation. At the same time,
supervisory systems monitor and supervise individual subsystems, thereby obtaining a
comprehensive overview of the state of controlled processes. The architecture of the DCS
is standardly classified into several control/functional levels, as specified by IEC 62264
(ANSI/ISA-95) [24], with some variations in level nomenclature and numbering in actual
implementations [25,26]. The hierarchical structure and nomenclature employed in the
DCS architecture at the CMCT&II [27] is illustrated in Figure 2.

0. Level of sensors and actuators

1. Technological level of control and regulation

2. SCADA/HMI level

3, 4. Information control level

5. Management control level

Figure 2. Considered multi-level architecture of Distributed Control Systems.

In terms of modeling, a Cyber-Physical System (and therefore the DCS it represents)
can be described using the concept of Hybrid Systems [7]. Hybrid Systems are characterized
by the fact that their behavior exhibits both continuous and discrete dynamics. A Hybrid
System can have one or more continuous dynamics, which can be described by differential
equations considering a continuous input u(t) and a continuous output y(t); thus, it is
possible to express the behavior of physical processes within the CPS. From the point of
view of the discrete dynamics of Hybrid Systems, it is possible to consider a discrete input
σ(t) and a discrete output w(t) of the system, which makes it possible to represent the
behavior of computing processes and communication networks of the CPS [28].

The continuous and discrete dynamics of the Hybrid System interact with each other,
as can be seen in Figure 3, where a continuous–discrete interface (event generator) transforms
a continuous signal into a discrete event that can result in a state transition subsystem of
discrete dynamics. At the same time, the discrete–continuous interface (injector) assigns a
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continuous value to the discrete signal, which acts as the input of the continuous dynamics
subsystem [29]. In order to model the discrete dynamics of a Hybrid System, it is possible
to use various formalisms [20], including the Finite-State Automata and Petri nets, which
will be subsequently characterized.

continuous-discrete
interface

Continuous dynamics

discrete-continuous
interface

Discrete dynamics

Figure 3. Interconnection of the continuous and discrete dynamics of Hybrid Systems.

2.2. Modeling of Systems with Discrete Events

Finite-State Automaton can be considered as a subset of Hybrid Automata, when we
do not take into account the continuous dynamics of the described system and only express
the discrete dynamics of the modeled system by the automata. Finite-State Automaton is
an abstract mathematical model describing a system that is in exactly one discrete state
from a finite set of states at a specific time. Supplying inputs to the automaton results in a
transition between individual states based on a defined transition function [30].

A Finite-State Automaton can be expressed as a tuple:

M = (Q, Σ, Init, R, F) (1)

where the individual elements have the following meaning:

• Q is a finite set of discrete states of the system taking the values {q1, q2, . . . , qm};
• Σ is a finite set of discrete system inputs taking on values {σ1, σ2, . . . , σn};
• Init ∈ Q is the initial state of the Finite-State Automaton;
• R : Q × Σ → Q determines the transition function, which determines the new state qs

based on the ordered pair of the previous state qi and the input σj;
• F ⊆ Q is the set of final states of the automaton (can be empty).

Figure 4 depicts an example of a graphical representation of a finite-state automaton
with three discrete states {q1, q2, q3}, two discrete inputs {σ1, σ2}, and the transition function
{R(qi, σj)} as defined for the individual ordered pairs of discrete states and inputs.

Figure 4. An example of a graphical representation of a Finite-State Automaton.

A Petri net is a mathematical model for describing systems with discrete events,
making Petri nets a suitable candidate for modeling DCSs from a data-flow perspec-
tive [11]. A Petri net can be described as a bipartite directed graph containing two types of
nodes—places and transitions. Individual places and transitions are connected by oriented
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edges, where two places or two transitions cannot be directly connected. Thus, there must
be a second type of node between two identical types of nodes. It is possible to place a
non-negative amount of tokens (a token representing, for example, transmitted data) on
each place, while tokens can be moved between places based on defined rules through
activated or fired transitions [31].

The formal definition of Petri nets can be expressed as a tuple

PN = (S, T, E, V, C, M0) (2)

where individual elements have the following meaning:

• S is a finite set of places taking on the values {s1, s2, . . . , sm};
• T is a finite set of transitions taking the values {t1, t2, . . . , tn}, where S ∩ T = ∅;
• E ⊆ (S × T) ∪ (T × S) is the set of edges (arcs), i.e., the union of sets of edges oriented

from places to transitions and from transitions to places;
• V : E → N∗ is a function for evaluating network edges with positive weights;
• C : S → N∗ ∪ ∞ is a function determining the maximum capacity of tokens in

individual places;
• M0 : S → N0 ∪ ∞ is the initial distribution of tokens in the network respecting the

constraint M0(p) ≤ C(p) for ∀p ∈ S.

To expand the application possibilities of Petri nets, several extensions have been
developed, such as Colored Petri nets, where it is possible to assign transmitted data to
individual tokens in form of a set of values (parameters). An example of a graphical
representation of a colored Petri net with four places {s1, s2, s3, s4}, two transitions {t1, t2},
and a sequence of parameters associated with the token and the edges can be seen in
Figure 5. Another extension of Petri nets are the Timed Petri nets, where time intervals can
be associated with individual transitions; this makes it possible to model the duration of
executed processes [32]. With the help of these extensions, it is possible to reliably model
the behavior of Distributed Control Systems in terms of data-flow through communication
interfaces and networks [33–35].

s1 t1 s2

s4

(d,t,w,r) (d,t,w,r)

1'(1,1)

(d,t)

t2 s3
(d,t,w,r) (d,t,w,r)

(d,t) = (d,t+1)

Figure 5. An example of a graphical representation of a Colored Petri net.

3. Considered Distributed Control Systems

The idea of developing a unified modeling methodology for Distributed Control
Systems was inspired by the mutual similarities at various levels of abstraction between
two different infrastructures of DCSs: the control system of the detectors of the ALICE
experiment at CERN, and a mobile robotics application as integrated in the DCS at the
CMCT&II at DCAI FEEI TU in Košice. We now present both original infrastructures.
The application of the proposed methodology on considered systems will be demonstrated
in two scenarios in Sections 4.1 and 4.2.

3.1. The Infrastructure of the Detector Control System of the ALICE Experiment

The ALICE experiment is a complex of 18 detectors at the Large Hadron Collider LHC
at CERN, which is focused on the study of ultrarelativistic collisions of heavy ions [36].
The particle collision site in the ALICE experiment is surrounded by multiple layers of
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particle detectors located inside an L3 magnet capable of developing a magnetic field with
an induction of 0.5 T. The resulting magnetic field ensures the curvature of trajectories of
new particles created during the collisions of accelerated beams.

Control and monitoring of the detectors of the ALICE experiment is handled by the
ALICE Detector Control System. Although the architectures of the control systems of the
individual detectors use the same concept, their structures are slightly different due to
the different detector electronics of the individual detectors [37]. As an example of the
architecture of the ALICE-DCS, the architecture of the Inner Tracking System (ITS) Detector
Control System is presented, which can be seen in Figure 6. The system structure can be
divided into four basic subsystems: the ALFRED Distributed System (Frontend System),
the Power System, the Detector Safety System, and the Cooling System [15].

O2 Data

DCS Data

ITS FLP

CRU

GBT

Readout Unit

Config.

Frontend
System

Power Power

Power
System

Power
Board

Control

Monitoring

In
te

rlo
ck

DSS

Te
m

p.

Cooling

Cooling
System

Cooling
System

Detector

Power & Bias

Configuration

Monitoring

Data (DAQ + DCS)

DCS

CAN

Figure 6. Architecture of the ITS Detector Control System [15].

The Detector Control System of the ALICE experiment can be generalized to the
multi-level DCS architecture presented in Section 2.1, while the individual components
of the ALICE-DCS can be classified into the appropriate control levels according to the
presented architecture, as can be seen in Figure 7. The lowest level includes the detector
electronics, while the next level ensures low-level control using control computers and
automata. The SCADA/HMI level ensures the coordination of control processes based on
data obtained from the configuration databases. The acquired ALICE-DCS and physics
data are stored in the archival databases, which are subsequently accessible using the
Worldwide LHC Computing Grid (WLCG) [38].

Level 4

Level 3

Level 2

Level 1

Level 0

GRID
Offline database
Data archiving

Online database
Data acquisition

and archiving
Detector

configuration

SCADA HMI
Modeling of

control processes

Control PC, PLC
Frontend devices

and data
preprocessing

Detectors, sensors
and actuators

Configuration
Database

Archival
Database

FMD T00 V00 PMD MTR MCH ZDC ACO SPD

SDD SSD TPC TRD TOF HMP PHS AD0 TRI LHC

Figure 7. The inclusion of the ALICE Detector Control System components in the concept of Dis-
tributed Control Systems.
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The introduced ALFRED System is also characterized by a distributed architecture [15],
where individual components can be classified into individual levels of the architecture of
the Distributed Control System, as can be seen in Figure 8. The lowest level of the ALFRED
System consists of the detector electronics, in the case of the ITS detector specifically the
Readout Unit and Power Board units. The Readout Unit provides data collection and
control of the detector itself, while they communicate with the higher level of ALICE Low-
Level Front End (ALF) and CANbus ALICE Low-Level Front End (CANALF) applications
via a gigabit optical line—GigaBit Transceiver (GBT), or by using the CAN bus interface [39].
The ALF and CANALF applications ensure the translation of messages into the Distributed
Information Management System (DIM) protocol format, through which communication
with the software layer of the Front End Device (FRED) [40] applications is carried out.

WinCC OA

FRED1 FRED2 FREDn

ALF1 ALF2 CANALF1 ALF4 ALF6CANALF2 ALFm...

...

Arch. DBConf. DB Conf. DB

Figure 8. Distributed architecture of the ALFRED system.

The FRED application creates an abstract view of the detector electronics for the
SCADA/HMI system from the point of view of unifying communication protocols and
message formats. At the same time, it relieves the SCADA/HMI system of computationally
intensive initial data processing and ensures the control and monitoring of detectors at
the lowest level [41]. The SCADA/HMI system WinCC OA ensures supervisory control
of detectors, which is implemented using Finite-State Machines (FSM) [42,43], and at the
same time provides the possibility of controlling detectors through operator panels [44].
The highest level of the ALFRED System is a layer of configuration and archiving databases,
which provide parameters for the configuration of detector electronics and archive physical
and technical data obtained during the course of the experiment [37].

3.2. Applications of Mobile Robotics within the DCS Infrastructure at the CMCT&II

A number of implementations involving mobile robots are characterized by a dis-
tributed architecture, where the components of a mobile robotics application can be clas-
sified into appropriate levels of a DCS according to the concept presented in Section 2.1.
These are often applications based on multi-agent systems, where several mobile robots
are used in one application [45]. In this case, each mobile robot is an independent func-
tional unit comprising lower levels of a DCS, including monitoring its surroundings and
controlling its own movement. Higher levels of control are usually implemented outside of
the mobile robots themselves, using external computers that provide supervisory control,
tactical planning, or data acquisition and archiving [46,47].

As a part of the DCS at the CMCT&II at DCAI FEEI TU in Košice, the application of
robotic soccer of the MiroSot category is considered [48]. The application uses differential-
drive two-wheeled mobile robots MiroSot and a supervisory computer ensuring the local-
ization of the robots and tactical planning of their movement in order to implement the
robot soccer game itself [49]. The robotic soccer application can be considered a Distributed
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Control System, and the individual components of the application can be integrated in the
DCS architecture (Section 2.1), according to Figure 9.

DC
micromotors

Rotary
encoders

Current
sensors

Gyroscope
Accelerometer

USB

Camera

Bluetooth

Microcontroller

Supervisory
computer

ODBC

Database

Level 0

Level 1

Level 2

Level 3

Figure 9. Inclusion of the robotic soccer application into the Distributed Control System concept at
the CMCT&II.

The Distributed Control System at the CMCT&II has also been considered in the
design and realization of the modular robotic platform ModBot, which is characterized
by high modularity in terms of configuring the robotic platform for the needs of specific
applications. Unlike MiroSot mobile robots, the ModBot platform can be easily expanded
with additional sensors and actuators using multiple slots for add-on modules, thanks to
which the ModBot platform can be used for a wide range of distributed applications [50].

4. Methodology for Modeling and Analysis of Distributed Control Systems

Design and implementation of Distributed Control Systems involve many challenging
issues including network-induced delays, time-varying topology or throughput, or in-
creasing complexity. The need to address these issues has stimulated the development of
methodologies for modeling, analysis and synthesis of DCSs [5], which standardly rely on
computational tools based on Java, C++ or MATLAB/Simulink [2,51,52] to perform simula-
tions based on resulting models. Such approaches have enabled model-based analyses of
DCS throughput/response time [53,54].

In this section, we present the proposed methodology for modeling and analysis
of Distributed Control Systems. The methodology represents a procedure for creating a
complex model of a DCS and subsequent analysis of the properties of the modeled system,
based on the considerations in Section 2. The models created using this methodology can
be easily implemented in MATLAB/Simulink using the Stateflow tool, which makes it
possible to perform simulations to determine the properties of the DCS, such as throughput
and response time, based on the supplied inputs (see illustrative scenarios). The intended
features of the methodology include universality, employment of the state-of-the-art soft-
ware tools, and various application areas. The methodology consists of three modules, each
of which is divided into several submodules, as shown in Figure 10.
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Methodology for modeling and analysis of Distributed Control Systems

   A1 - Decomposition of the Distributed Control System

   A2 - Analysis of communication interfaces    A3 - Analysis of the functionality of system components

   M1 - Creation of a model of communication interfaces    M2 - Creation of a model of system processes

   M3 - Identification of model parameters

   M4 - Completion of the system model

   E1 - Validation of the model with experimentally obtained data

   E2 - Evaluation of the model and creation of analyses

Analysis

Modeling

Evaluation

Verification of the requirements for the operation of the Distributed Control System

Figure 10. Methodology for modeling and analysis of Distributed Control Systems.

The process of obtaining the model of a DCS is preceded by an analysis of the system
in terms of structure, communication interfaces and the functionality of computational and
technical processes. This procedure is described by the Analysis module of the presented
methodology, which is divided into three submodules.

A1—Decomposition of the Distributed Control System—in this submodule, the DCS is
broken down into elementary communication interfaces and computational processes that
can be modeled independently.
A2—Analysis of communication interfaces—in this submodule, the functionality of com-
munication interfaces is analyzed in terms of data-flow and the principle of their operation.
A3—Analysis of the functionality of system components—in this submodule, the func-
tionality of computational and technical processes is analyzed in terms of data process-
ing complexity.

The second module of the methodology, Modeling, is composed of four submodules
and describes the creation of models for the system components analyzed in the first
module. Models of communication networks are created using Petri nets, and models of
computational and technical processes are created in form of Finite-State Automata.

M1—Creation of a model of communication interfaces—in this submodule, models of
communication networks are created in form of Colored Timed Petri nets, based on the
analysis of functionality performed in the A2 submodule.
M2—Creation of a model of system processes—in this submodule, models of computa-
tional and technical processes are created in form of Finite-State Automata, based on the
analysis of functionality performed in the A3 submodule.
M3—Identification of model parameters—in this submodule, parameters are determined
for the created models in terms of data transfer duration or subprocesses execution, based
on the analysis performed in submodules A2 and A3, and on the experimentally ob-
tained data.
M4—Completion of the system model—in this submodule, a complex model of the DCS,
composed of models of communication interfaces and computational processes, is created
and the interconnections of individual models are defined based on the analysis performed
in A1 submodule.
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The third and final module of the methodology, Evaluation, involves validation of the
created model and analysis of the properties of the Distributed Control System. The module
is composed of two submodules.

E1—Validation of the model with experimentally obtained data—in this submodule,
the resulting DCS model is validated against the experimentally obtained data. This
submodule can be applied if the DCS has already been implemented, at least in part.
E2—Evaluation of the model and creation of analyses—in this submodule, the resulting
model is used to perform analyses of the DCS, such as determining the throughput and
response of the system with respect to various supplied inputs.

The output of the proposed methodology is the analysis of the behavior of the DCS
at various inputs, which can be used to optimize the structure of the DCS, determine its
limits or modify the designed algorithms to achieve better results. The methodology is next
demonstrated in two scenarios based on the infrastructures described in Section 3.

4.1. Scenario 1: ALFRED System Throughput Modeling and Analysis

Scenario 1 deals with the modeling and analysis of the ALFRED System throughput.
In this scenario, four units of detector electronics (FEE), two instances of the ALF application,
one instance of the FRED server application, and a test client ensuring the generation of
sequences of commands for the detector electronics were considered. When creating the
model, parallel processing of data in the FRED application, as well as sequential data
transmission via the DIM interface are considered [41].

The block diagram of the modeled system can be seen in Figure 11, which defines the
decomposition of the modeled system based on the A1 submodule of the methodology.
At the same time, the system model is designed in such a way that it can be expanded
horizontally based on the number of parallel branches of the modeled system.

Client

FRED

ALF

FEE FEE FEEFEE

ALF

DIM Service

DIM RPC DIM RPC

GBT Link GBT Link

Figure 11. Block diagram of the modeled ALFRED System.

Figure 12 shows an example of a communication interface model created in Scenario 1,
which has resulted from the successive application of the A2 and M1 submodules of the pre-
sented methodology, using the formalism presented in (2) in Section 2.2. The model in the
form of a Colored Timed Petri net with the places and transitions denoted as {s1, s2, . . . , s29}
and {t1, t2, . . . , t21}, respectively, represents the functionality of the DIM RPC communica-
tion interface connecting the FRED application with two ALF applications. The routing
of tokens to the respective ALF applications is implemented based on the identification
number of the target application stored within the token (parameter d) and the restriction of
edge traversability based on the colored properties of the network. The remaining parame-
ters of the token data structure include t as the sequence identification number and r/w as
the number of read/write commands. The sequential sending of data over the network
between the client and the server is ensured through a loopback in the individual branches
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of the model. Transitions representing data transmission over the network (denoted as *)
also have an assigned duration which depends on the size of transmitted packets and is
determined according to the M3 submodule of the presented methodology, where the size
of the transmitted packet is stored within the token data structure.

s1
t1 s2 t2* s3 t3 s4

s6s7 t6 s8

s9s10s11s12
s13

s14 s15

t7t8t9*t10
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t5 s5

SEQ

SEQ SEQ SEQ SEQ

SEQSEQSEQSEQ

SEQ

ACK ACK ACK

ACK ACK

1'(1,1) 1'(1,1)

1'(1,1)

if d == 1 
(d,t,w,r) (d,t,w,r) (d,t,w,r) (d,t,w,r) (d,t,w,r) (d,t,w,r)

(d,t)(d,t)(d,t)=(d,t+1)(d,t)

(d,t,w,r) (d,t,w,r)

(d,t)

(d,t)=(d,t+1)
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s16 t13* s17 t14 s18

s20s21 t16 s22
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Figure 12. The model of data transfer through the DIM RPC interface between the client and two
servers in the form of a Petri net (based on the formalism declared in (2) in Section 2.2).

In Scenario 1, the computational and technical processes of the ALFRED System are
modeled in the form of Finite-State Automata, consecutively based on the A3 and M2 sub-
modules of the methodology. The elements of the resulting models were determined based
on the formalism presented in (1) in Section 2.2. As an example, we show the model of the
communication queue functionality of the FRED application, whose graphic representation
is shown in Figure 13. The communication queue of the FRED application ensures data
processing and communication with one detector electronics unit; several communication
queues run in the FRED application in parallel, depending on the number of serviced units.
The Finite-State Automaton of the communication queue of the FRED application contains
several states, qi, i = 1, . . . , 8, representing different stages of processing and forwarding of
command sequences, from receiving a request from a supervisory system, to generating
sequences, sending requests to the ALF application, to processing responses to sequences
and generating a response for the supervisory system. At the same time, the transition func-
tions R(qi, σj), i = 1, . . . , 8, j = 1, . . . , 12, which define the movement between the states of
the automaton based on the selected state-input pair, have an assigned transition duration
according to the M3 submodule based on the number of commands in the sequence, which
is the emulated time required for data processing by the FRED application.
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Figure 13. Model of the functionality of the communication queue of the FRED application in the
form of a Finite-State Automaton (based on the formalism declared in (1) in Section 2.2).

Figure 14 depicts how the created models of communication interfaces and computa-
tional processes are interconnected into the resulting model of the ALFRED System, created
in the M4 submodule. The connection of individual models (in the form of Petri nets and
Finite-State Automata) is realized by a mechanism where a token at the output point of the
Petri net results in the activation of the input of the Finite-State Automaton, and vice versa,
i.e., the activation of the input of the Finite-State Automaton results in the addition of a
token into the entry point of the corresponding Petri net model. The resulting model was
implemented in the MATLAB/Simulink environment using the Stateflow tool with the
purpose of using it to perform simulations with different input data.

Client

DIM
service

DIM
RPC

FRED

GBT
link

GBT
link

DIM
service

ALF

FEE

GBT
link

GBT
link

FEE

GBT
link

GBT
link

ALF

FEE

GBT
link

GBT
link

FEE

Figure 14. Linking subsystem models within the ALFRED System model.

Figure 15 shows a comparison of the duration of execution of command sequences for
detector electronics on four parallel links based on a simulation model with experimentally
obtained data, which was performed based on the E1 submodule of the presented methodol-
ogy. The created model shows the mean absolute percentage error MAPEALFRED = 11.36%
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and the coefficient of determination R2
ALFRED = 0.9997, so it can be concluded that the

model correctly mirrors the behavior of the real system.
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Figure 15. Comparison of the response of the parallel ALFRED System model with experimentally
obtained data.

Using the created model, it was also possible to obtain a prediction of the maximum
throughput of the parallel ALFRED System according to the E2 submodule of the pro-
posed methodology. The maximum throughput was calculated depending on the number
of commands for the detector electronics within one sequence ranging from 1 to 20,000.
The maximum throughputs obtained from the simulation model can be seen in Figure 16,
which shows a comparison of the duration of parallel and sequential execution of sequences
on four links. The highest throughput of the system is achieved with sequences of 2000 com-
mands, worth approximately 17,900 commands per second for each link. For comparison,
when executing commands sequentially, it is possible to achieve a maximum throughput of
about 5500 commands per second on four links.
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Figure 16. Comparison of throughputs of sequential and parallel ALFRED Systems based on simula-
tions using the created models.

4.2. Scenario 2: Modeling and Analyzing the Response of a Mobile Robotics Application

Scenario 2 is dedicated to applying the presented methodology to the mobile robotics
setup based on MiroSot mobile robots in the context of a DCS at the CMCT&II at DCAI
FEEI TU in Košice.

Based on the A1 submodule, the decomposition of the modeled process was performed:
the modeled application is composed of four MiroSot mobile robots that communicate
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with the Comm (communication) Module running on the supervisory computer through
the Bluetooth SPP interface [49], as shown in Figure 17. The Comm Module ensures the
translation of messages between the ROS and Bluetooth SPP interfaces, where each MiroSot
mobile robot is assigned one of the parallel running communication queues [55] within the
Comm Module. The Control Module can be used to generate trajectories for mobile robots,
but in terms of Scenario 2, the Control Module is considered a test client that generates
messages for mobile robots.

Mirosot Mirosot Mirosot Mirosot

Comm
Module

BL SPPBL SPP BL SPP

Control
Module

ROS

Figure 17. Block diagram of the modeled mobile robotics application.

Figure 18 shows a model of data transfer through the ROS interface in the form of
a Colored Timed Petri net created based on A2 and M1 submodules of the proposed
methodology. It is an example of a communication interface model created in Scenario 2
using the formalism presented in (2) in Section 2.2, with the places and transitions denoted
as {s1, s2, . . . , s6} and {t1, t2, . . . , t5}, respectively. In addition to the identification number
of the message (parameter t), the transmitted tokens contain information about the size of
the data transmitted through the interface (parameter s), as well as the identification number
of the target robot (parameter d), based on which the messages are routed within the Comm
Module. The loopback in the model represents the confirmation of received messages,
since the ROS interface uses the TCP protocol to transfer data over the network. At the
same time, transitions representing data transmission over the network have an assigned
duration based on the size of the data being transmitted and on the experimentally obtained
information on how the duration of the transmission depends on the size of the transmitted
message, which is performed based on the M3 submodule of the presented methodology.

s1 t1 s2 t2* s3 t3 s4

t5 s5s6

MSG MSG MSG MSG

ACK ACK

(t,d,s) (t,d,s) (t,d,s) (t,d,s) (t,d,s) (t,d,s)

1'(1,1)

(t) (t)=(t+1) (t) (t)

Figure 18. The model of data transfer through the ROS interface in the form of a Petri net (based on
the formalism declared in (2) in Section 2.2).

As an example of a model of computational processes in Scenario 2, we show the
model of the functionality of the Communication Module queue in the form of a Finite-State
Automaton shown in Figure 19, which is created based on the A3 and M2 submodules
of the presented methodology. Models of computational processes were created in the
form of Finite-State Automata according to (1) in Section 2.2. The states qi, i = 1, . . . , 4 of
the Finite-State Automata represent the stages of data forwarding between the Control
Module and the MiroSot mobile robot, such as receiving a request from the Control Module,
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translating the request, sending the request to the mobile robot, or generating a response for
the supervisory system. The transition functions R(qi, σj), i = 1, . . . , 4, j = 1, . . . , 6 between
individual states, based on the selected state–input pairs, have an assigned duration based
on the size of the transmitted messages, while the dependence between the time required
to process the message and the size of the transmitted messages was determined based on
experimentally obtained data within the M3 submodule of the presented methodology.

Figure 19. Model of the functionality of the queue of the Communication Module in the form of a
Finite-State Automaton (based on the formalism declared in (1) in Section 2.2.

Figure 20 shows how the communication interface models (in the form of Petri nets)
and computing processes (in the form of Finite-State Automata) are connected to form the
complex model according to the M4 submodule, which is realized by the same mechanism
as in Scenario 1. The resulting model was implemented in the MATLAB/Simulink environ-
ment using the MATLAB Stateflow tool to determine the properties of the modeled DCS
with respect to various input data.

Mirosot Mirosot Mirosot Mirosot

BL SPP BL SPP BL SPP BL SPP BL SPP BL SPP BL SPP BL SPP

Comm Module

ROS ROS

Control Module

Figure 20. Connection of subsystem models within the mobile robotics application model.

In Figure 21, we can see a comparison of the response of the real system and the results
of simulations using the created model for messages of different sizes forwarded between
the Control Module and MiroSot mobile robots according to the E1 submodule of the pre-
sented methodology. Validation of the model includes parallel communication with four
mobile robots, where processes that are executed sequentially are also considered in the out-
put of the model. Various message sizes from 1 to 2000 bytes were used in the experiment.
From a statistical point of view, the created model shows the mean absolute percentage error
MAPERAPP = 7.45% and the coefficient of determination R2

RAPP = 0.9994, which means
that the model the behavior of the real robotic application system is appropriately mirrored.
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Figure 21. Comparison of the response of the robotic application model with experimentally obtained data.

Based on the E2 submodule, the implemented model can also be used to determine
the maximum throughput of the modeled system in order to determine the optimal size of
the transmitted data to achieve the highest possible throughput. The sizes of sent messages
from 1 to 10,000 bytes were used as model inputs, where Figure 22 shows the dependence
of the maximum throughput of the system on the size of transmitted messages. As can be
seen, the robotic application system using four units of MiroSot mobile robots achieves the
highest throughput when sending messages of size 2000 bytes, when the throughput is
approximately 7000 bytes per second.
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Figure 22. Throughput of the robotic application system based on simulations using the cre-
ated model.

The results of these simulations can be used in the design of the composition of
sent messages and control algorithms at the supervisory level to achieve the highest
possible performance and reliability of the system. At the same time, it is possible to
assess the suitability of the implemented control algorithm with regard to the possible
minimum sampling period, which is based on the predicted response and throughput of
the modeled system.

5. Conclusions

This paper presents the proposed methodology for modeling and analysis of Dis-
tributed Control Systems. The methodology is composed of three modules, each of which
is divided into several submodules. The methodology includes steps for the analysis
of communication interfaces and computational processes, and presents the method of
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creating models of DCS components in the form of Colored Timed Petri nets and Finite-
State automata. The result of the applied methodology is the analysis of the DCS, such
as predictions of throughput and response of the system with respect to various input
factors. The models created by applying this methodology can also be used to optimize the
structure or functionality of the investigated DCS. Various optimization methods can be
used to optimize the structure of the investigated system, where evolutionary algorithms
can be mentioned as an example.

The presented methodology was demonstrated and verified on two scenarios: first
of these was devoted to the application of the methodology onto the ALFRED distributed
system, which is a subsystem of the control system of the detectors of the ALICE experiment
at CERN, and the second one dealing with the application of mobile robotics in the context
of the DCS at the CMCT&II at DCAI FEEI TU in Košice. Thanks to the universality
of the proposed methodology, it can be applied to Distributed Control Systems with
different structures. The created models have been implemented in the MATLAB/Simulink
environment using the Stateflow tool. By performing simulations using created models, it
is possible to predict the behavior of the system at different inputs.

FSM models are used in the ALICE experiment at the SCADA/HMI system level for
the purpose of monitoring and control of the detectors. However, there was no methodology
for determining the distribution of individual processes within the system, since this
distribution was only determined experimentally. The proposed methodology enables the
existing models to be extended by the behavior of communication interfaces, thanks to
which it is possible to determine the appropriate distribution of software and hardware
resources within the system based on the system throughput requirements. The results
obtained by applying the proposed methodology were used during the modification of the
FRED system, which was first tested at the development workplace created as part of the
project ALICE experiment at the CERN LHC and then implemented within the Detector
Control System of the ALICE experiment.
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Abbreviations
The following abbreviations are used in this manuscript:

u(·) input of the system with continuous dynamics
σ(·) input of the system with discrete dynamics
y(·) output of the system with continuous dynamics
w(·) output of the system with discrete dynamics
x(·) state of the system with continuous dynamics
q(·) state of the system with discrete dynamics
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X set of states of the system with continuous dynamics
Q set of states of the system with discrete dynamics
Σ set of inputs to the system with discrete dynamics
R set of transitions of the finite state automaton
S set of places in the Petri net
T set of transitions in the Petri net
s(·) Petri net place
t(·) Petri net transition
ALF ALICE Low-Level Front End
ALFRED ALICE Low-Level Front End Device
ALICE A Large Ion Collider Experiment
ALICE-DCS ALICE Detector Control System
CANALF CANbus ALICE Low-Level Front End

CERN
Conseil Européen pour la Recherche Nucléaire
(European Organization for Nuclear Research)

CMCT&II Center of Modern Control Techniques and Industrial Informatics
CPS Cyber-Physical System
DCS Distributed Control System
DIM Distributed Information Management System
FRED Front End Device
GBT GigaBit Transceiver
HMI Human–Machine Interface
ITS Inner Tracking System
LHC Large Hadron Collider
RPC Remote Procedure Call
SCADA Supervisory Control And Data Acquisition
SWT Single Word Transaction (communication protocol)
WinCC OA SCADA and HMI system from Siemens
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