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Abstract: An integrated energy system (IES) breaks down barriers between different energy sub-
systems, enhancing energy reliability and efficiency. However, issues such as uneven equipment
capacity allocation and suboptimal scheduling persist in multi-energy flow IES. To maximize eco-
nomic benefits while ensuring energy balance and the operational characteristics of the equipment,
a capacity matching optimization and scheduling strategy model for IES was developed. Firstly,
mathematical models for the electricity, gas, and thermal networks within the IES were established.
Secondly, considering the efficiency of energy conversion between different forms and constraints of
energy storage in the electricity–thermal–gas interconnected energy system, optimization solutions
were obtained using regional contraction algorithms and sequential quadratic programming meth-
ods. Finally, case studies conducted in a real park demonstrated that, through optimized capacity
matching, unit prices for electricity, heat, and gas decreased by 39.9%, 90.5%, and 74.2%, respectively,
effectively improving the economic viability of the system.

Keywords: multiple energy flows; integrated energy systems; capacity allocation; optimal dispatch;
economic benefit

1. Introduction

The global economy has been developing rapidly since the beginning of the 21st
century, and the world’s demand for energy has been rising year by year. The traditional
energy supply system has problems such as a heavy reliance on fossil energy and its low
efficiency of energy utilization [1]. In this context, the energy Internet [2], with its low-
carbon environmental protection and clean and efficient features, provides a new idea for
the study of the future energy system, and integrated energy systems realize the gradient
utilization of electricity, heat, gas, and other energy sources, maximizing renewable energy
consumption and energy utilization [3].

An integrated energy system converts various forms of energy, such as solar energy,
wind energy, biomass energy, etc., into other forms of energy that are required by the
consumer body, such as electricity, gas, heat (cold), etc. [4,5]. In recent years, modeling and
analysis, optimal scheduling, and performance evaluation for integrated energy systems
have become hot topics among researchers worldwide [6–8]. Madi et al. [9] conceived an
integrated energy system framework with electricity as the core, proposed a coordinated
and optimized operation mode and energy conversion method, and explored the key
problems in multi-energy operations. Zhang Wendong et al. [10] designed an integrated
energy system based on household cooling and heating loads and utilized mixed-integer
linear programming methods to optimize the system’s design, determine its main types of
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equipment, and establish the installed capacity of the system. Wang Yongli et al. [11] estab-
lished different electric heating and cooling energy systems based on the main equipment
of the distributed energy system and established an optimized model of the energy systems
to obtain the optimal configuration, operation strategy, and evaluation index values of the
different systems. Wang Jun et al. [12] established a multi-energy system unit containing
cold energy, heat energy, and electricity and solved the capacity configuration problem
of the system. In summary, most of the existing studies on integrated energy systems are
limited to pure electric power systems or electric–heat–cooling combined-supply systems,
and there are few studies on integrated energy systems coupling electric, thermal, and gas
multi-energy flows. However, with the commercialization of fuel cells, the introduction of
fuel cell vehicles, and the continuous development of power-to-gas (P2G) technology [13],
the demand for hydrogen is becoming more and more widespread, and the future IESs and
the establishment of the energy Internet will inevitably include hydrogen energy flows, so
optimizing the design of integrated energy systems containing electricity, heat, and gas
multi-energy flows has far-reaching significance.

Reversible Solid Oxide Cells (RSOCs) [14] are some of the most advanced types of
fuel cells, as they can operate as both a Solid Oxide Fuel Cell (SOFC) for power generation
or cogeneration and as a Solid Oxide Electrolytic Cell (SOEC) for hydrogen and oxygen
generation through water electrolysis using electric energy. The advantages they offer
include their high energy density, long lifespans, high efficiency, absence of self-discharge
phenomena during operation, and the fact that their use does not involve depth of discharge
or battery capacity limitations. Models related to RSOCs are mostly based on separate
physical systems of SOFCs or SOECs and their corresponding control system models. For
instance, Pianko-Oprych et al. [15] hierarchically modeled SOFC stacks and analyzed sys-
tem responses to load changes. Lu Yi et al. [16] analyzed combined hydrogen production
systems making use of SOECs, studying the effects of temperature and steam flow rate
variations on hydrogen production efficiency. Rispoli et al. [17] applied RSOCs in micro-
grids, optimizing the capacities of various pieces of equipment within the system with the
aim of minimizing the microgrid investment payback period, resulting in a payback period
of 6–10 years. RSOCs integrate multiple energy flows of electricity, heat, and gas, enabling
the flexible conversion of these energy forms, making them one of the key components for
constructing comprehensive energy systems. However, most contemporary comprehensive
energy systems are based on either individual fuel cells [18] or a combination of fuel cells
and electrolyzers [19], with there being very few studies focusing on optimizing the design
of comprehensive energy systems based on RSOCs. This has led to an overly optimistic
capacity allocation scheme, which has made it difficult to achieve the expected economic
benefits in actual operation.

Table 1 compares the advantages of this study’s approach with those of published
papers related to multi-energy systems. As can be seen, most of the existing studies are
based on using SOFCs or SOECs for design optimization, with studies rarely considering
the use of electric, thermal, and gas energy in the system simultaneously. In an attempt
to address the above problems, this paper proposes a multi-energy flow IES containing
RSOCs; considers the demands of multiple energy forms, including electricity, heat, and
gas; and presents a model of the system’s capacity matching optimization and scheduling
strategy, with the objective being to maximize its economic efficiency. The system is based
on a region contraction algorithm (RCA) [20] and sequential quadratic programming (SQP)
optimization solving. The main contributions of this paper are summarized below:

(1) Most IESs have wind turbines and photovoltaic technology as the primary pieces of
power supply equipment. In the system proposed in this paper, an RSOC is used as
the auxiliary power supply component, so that the system can be operated in SOFC
mode or SOEC mode, and the system also includes energy storage equipment such as
batteries, heaters, and hydrogen tanks which do not waste any energy.

(2) A capacity matching optimization and scheduling strategy model for the proposed
multi-energy flow integrated energy system is established. In order to improve the
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economics of the system, we aimed to realize the system’s lowest energy cost using
both the RCA and SQP.

(3) The proposed RCA and SQP algorithms are compared with different algorithms. Our
simulation results verify the effectiveness and economy of the proposed algorithms.

Table 1. Summary of the literature review.

Reference System Objective Function Electricity Heat Hydrogen RSOC SOFC SOEC

[9] IES Energy procurement costs
and operating costs

√
×

√
× × ×

[11] IES Carbon emissions and
operating costs

√ √
× × × ×

[15] SOFC Operating cost
√ √ √

×
√

×

[16] SOEC Maintenance and
operating costs ×

√ √
× ×

√

[17] Microgrid
Investment costs,

operation and
maintenance costs

√ √ √
×

√ √

Article IES
Equipment depreciation

costs, fuel costs, pollutant
costs and O&M costs

√ √ √ √ √ √

2. Integrated Energy System with Electricity, Heat, and Gas
2.1. System Structure

As shown in Figure 1, the system is divided into three subsystems based on electricity,
heat, and gas energy, respectively. Among them, the IES components are divided into three
categories: energy conversion components (RSOC, compression heat pumps (CHP), and
heat exchangers (HEs)); energy storage components (batteries (BTs), multi-stage storage
heaters (MHRs), and hydrogen tanks (HTs)); and distributed renewable energy components
(photovoltaic (PV) technology). Electricity, heat, and gas energy flows are coupled with
each other and provide energy to the outside world using clean energy as a carrier, as well
as energy conversion and storage.
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2.2. System Mode of Operation

The choice of operation mode plays a decisive role in the operational performance of
integrated energy systems. Currently, there are two typical operation modes: “following
the electric loads (FEL)” and “following the thermal loads (FTL)” [21]. Conventional
combined-supply systems use the “following the electric loads” mode, which generates
excess heat, while the “following the thermal loads” mode generates excess electricity. The
system is equipped with energy storage devices such as batteries, heaters, and hydrogen
tanks, which can store the excess energy without wasting any energy. In order to meet the
demand of each load, the “heat following” operation mode was selected, and the specific
operation modes are as follows:

(1) The RSOC operates in SOFC mode. The excess heat energy generated and CHP work
together to meet the heat load of the users, and the excess heat is stored in the MHR.
When there is insufficient heat at the peak of heat consumption, the heat in the MHR
is prioritized and used, and if the demand is not met, the CHP is used as an auxiliary
heat source to provide heat.

(2) The RSOC operates in SOEC mode. The hydrogen generated is used for the user gas
load and the equipment in the system, and the excess hydrogen is stored in a hydrogen
storage tank for use when the hydrogen generated by the RSOC is insufficient.

(3) The PV technology is used as the primary power supply device, and the RSOC is
used as the auxiliary power supply device to supply power to the consumer electrical
loads and the equipment in the system. Excess power is stored in the storage battery.
When the power generated by the system is insufficient, the use of the power in the
storage battery is prioritized, and if the demand is not met, connecting to the grid can
provide power.

3. Multi-Energy Flow Coupling Calculation Method for the Integrated Energy System

Each element can be equated to a double-ended element for energy input and energy
output, differing only in the type of input and output energy, and the multiple energy flows
of the IES can be coupled and calculated by linearization. The overall energy inflow and
outflow of the IES can be calculated using the following equation:Pin

e (t)
Pin

g (t)
Pin

h (t)

 = ∑
k∈Se

Nk

Pin
e,k(t)

Pin
g,k(t)

Pin
h,k(t)

 (1)

Pout
e (t)

Pout
g (t)

Pout
h (t)

 = ∑
k∈Se

Nk

Pout
e,k (t)

Pout
g,k (t)

Pout
h,k (t)

 (2)

where: Pin
e (t), Pin

g (t), Pin
h (t) is the electric, gas and heat input of IES at time t; Se is the

set of various types of equipment in IES; Nk is the number of various types of equip-
ment, which can be a continuous or discrete variable depending on the type of equip-
ment; Pin

e,k(t), Pin
g,k(t), Pin

h,k(t) is the electric, gas, and heat input of the kth equipment at
time t; Pout

e (t), Pout
g (t), Pout

h (t) is the electric, gas, and heat output of IES at time t; and
Pout

e,k (t), Pout
g,k (t), Pout

h,k (t) is the electric, gas, and heat output of the kth device at time t.
Multi-energy devices can be sorted into three categories according to their input and

output characteristics: energy conversion components, energy storage components, and
distributed renewable energy components.



Processes 2024, 12, 628 5 of 16

(1) Energy conversion element input–output model. The input–output power relation-
ship of the energy conversion element is as follows:Pout

e,k (t)
Pout

g,k (t)
Pout

h,k (t)

 =

 ηe,k ηeg,k ηeh,k
ηg,k ηg,k ηgh,k
ηhe,k ηhg,k ηhh,k


Pin

e,k(t)
Pin

g,k(t)
Pin

h,k(t)

 (3)

where: ηij,k is the efficiency of the energy conversion element k to convert from energy i to
energy j.

Generally, the energy conversion element only converts one form of energy to another,
such as CHP converting electrical energy to thermal energy; ηij,k is the coefficient of
performance, so the majority of the elements of the efficiency matrix is zero.

(2) Energy storage element input–output model. The energy storage element is a
single-input and single-output element, and the input and output power relationship of
energy storage element k for energy i is as follows:

Si,k(t) = Si,k(t− 1) + [ηin
i,k × Pin

i,k(t)− Pout
i,k (t)/ηout

i,k ]∆t/Ek (4)

where: Si,k(t) is the percentage of remaining capacity of storage element k at time t, which
is the State-of-Charge (SOC) value for the battery; ηin

i,k, ηout
i,k is the charging power and

discharging efficiency of storage element k; ∆t is the scheduling interval; and Ek is the rated
capacity of the storage element.

(3) Distributed renewable energy element input–output model. The input of the
distributed renewable energy element is renewable energy such as light, which can be
regarded as a zero-input single-output element. The upper limit of distributed renewable
energy element’s output power is affected by natural conditions. The power output
constraints of the distributed renewable energy element are as follows:

Pout
i,k,min(t) 6 Pout

i,k (t) 6 Pout
i,k,max(t) (5)

where: Pout
i,k (t) is the maximum and minimum output power of the distributed renewable

energy element k at energy i at time t.

4. System Optimization Model
4.1. Objective Function

In order to determine the optimal capacity matching of each device in the system and
the scheduling strategy per unit of time during the simulation cycle so that the system
can be optimally economical in providing a stable and reliable energy supply, the energy
cost (CCOE) is selected as the optimization objective, i.e., all the costs spent per unit of
energy in converting it from other forms of energy to the required energy, including the
sum of all the costs, such as the depreciation cost of the equipment (Cdep), fuel cost (C f ue),
pollutant emission cost (Cdam), the depreciation cost of the auxiliary equipment (Cdep

BOP), and
the operation and maintenance costs of the equipment (Cmai

SYS) [22].
Since the internal energy consumption of the system needs to be considered, a multi-

level objective equation is used to optimize the thermal, gas, and electronic subsystems.
The mth level optimization objective function is denoted by CCOE

m and the optimization
level m + 1 > m. The calculation formula is as follows:

CCOE
1 =

M
∑

k=1

T
∑

i=1
(Cdep

i,k + Cfue
i,k + Cdam

i,k ) + Cdep
BOP−T + Cmai

SYS

M
∑

k=1
dQ

k

(6)
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CCOE
2 =

M
∑

k=1

H
∑

i=1
(Cdep

i,k + Cfue
i,k + Cdam

i,k ) + Cdep
BOP−H + Cmai

SYS

M
∑

k=1
dG

k

(7)

CCOE
3 =

M
∑

k=1

E
∑

i=1
(Cdep

i,k + Cfue
i,k + Cdam

i,k ) + Cdep
BOP−E + Cmai

SYS

M
∑

k=1
dP

k

(8)

where: M is the number of unit time intervals; T is the number of heating equipment;
dQ

k is the total heat load of the system at k moments, kW; H is the number of gas supply
equipment; dG

k is the total hydrogen load of the system at k moments, m3/h; E is the
number of power supply equipment; dP

k is the total electric load of the system at k moments,

kW; Cdep
BOP−T, Cdep

BOP−H and Cdep
BOP−E are the depreciation cost of auxiliary equipment for the

heat, gas and electronic systems, respectively.
Of these, each cost is specifically represented below:

Cdep = max(Cdep
phy, Cdep

run ) (9)

Cdep
phy = ∆t

ωccap

tphy
(10)

Cdep
run = a

ωccap

plife
(11)

Cfue = a
cfue

qνη
(12)

Cdam = pCcoal fcoalcdam
CO2

(13)

where: Cdep
phy is the depreciation cost of individual equipment based on the physical service

life of the equipment within a unit time interval; Cdep
run is the depreciation cost of the

equipment after considering the impact of the operating status of the equipment on the
service life of the equipment; ∆t is the time interval, h; ω is the capacity of the equipment;
ccap is the cost of the equipment per unit of capacity; tphy is the life cycle of the equipment,
h; a is the amount of energy supplied by the equipment per unit of time, i.e., the amount of
electricity generated, the amount of heat produced, or the amount of gas supplied; plife is
the energy generated over the life cycle of the equipment; cfue is the unit price of fuel for
the equipment; qν is the calorific value of the fuel, kW·h/m3; η is the operating efficiency of
the equipment; p is the amount of electricity supplied by the grid per unit of time interval
∆t, kW·h; Ccoal is the amount of coal consumed by the grid to supply electricity, kg/(kW·h);
fcoal is the emission factor; and Cdam

CO2
is the tax on carbon emissions.

Since the concept of carbon emission cost is relatively mature at present, the adopted
model only considers the emission cost due to CO2, and IES only has CO2 emission from
the grid, then the pollutant emission cost Cdam can be expressed as Equation (13). The
auxiliary system of IES mainly includes components such as AC/DC inverters, cables,
pipes, intelligent controllers, etc. The input cost of this part is mainly determined by the
load condition, and the depreciation cost of this type of equipment is not directly related to
its operating status. The depreciation cost Cdep

BOP of this type of equipment is not directly
related to its operating status, so it can be directly calculated according to Equation (10). In
this paper, to simplify the calculation, the input cost of the auxiliary system is calculated
as 30% of the total initial input cost of the system [23]. The equipment operation and
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maintenance cost Cmai
SYS mainly refers to the labor cost generated by the maintenance and

overhaul of the equipment, which is mainly determined by the salary level of the system
location. The depreciation cost of RSOC’s equipment is directly related to its operating
status, so RSOC’s depreciation cost is calculated according to Equation (11).

4.2. Constraints
4.2.1. Energy Balance Constraints

Energy balance requires that the energy provided by the system meets its own needs
while being able to meet the external load’s demand for three types of energy: electricity,
heat, and gas, which can be expressed as follows:

E

∑
i=1

pi,k = dP
k (14)

T

∑
i=1

qi,k = dQ
k (15)

H

∑
i=1

gi,k = dG
k (16)

where: pi,k is the power supply of power supply equipment i at k time, kW; qi,k is the heat
supply of heating equipment i at k time, kW; gi,k is the gas supply of gas supply equipment
i at k time, m3/h.

4.2.2. Equipment Operating Characteristic Constraints

The operating characteristics of each piece of equipment are determined by the en-
ergy production process and energy conversion process of the equipment, which can be
expressed as follows:

pPV = ηPVRkωPV∆t (17)

0 ≤ pSOFC ≤ ωSOFC∆t (18)

0 ≤ gSOEC ≤ ωSOEC∆t (19)

0 ≤ pGRID ≤ ωGRID∆t (20)

0 ≤ qCHP ≤ ωCHP∆t (21)

0 ≤ pBT ≤ min(Vdischarge
BT Idischarge

MAX ∆t, ωBTη
discharge
BT )

max(−Vcharge
BT Icharge

MAX ∆t,− ωBT

η
charge
BT

) ≤ pBT ≤ 0 (22)


0.4 ≤ SC

k = SC
k−1 +

pk
BT

η
discharge
BT ωBT

≤ 1

0.4 ≤ SC
k = SC

k−1 +
η

charge
BT pk

BT
ωBT

≤ 1
(23)

{
0 ≤ qMHR ≤ ωMHR∆tηrel

MHR
−ωHE∆t

ηrec
MHR

≤ qMHR ≤ 0 (24)

0 ≤ SH
k = SH

k−1 +
qk

MHHR
ηrel

MHRωMHR
≤ 1

0 ≤ SH
k = SH

k−1 +
ηrec

MHRqk
MHR

ωMHR
≤ 1

(25)
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0 ≤ gHT ≤ ωHT
ρH2

∆tηrel
HT

− ωHT∆t
ρH2 ηsto

HT
≤ gHT ≤ 0

(26)

 0 ≤ SG
k = SG

k−1 +
gk

HTρH2
ηrel

HTωHT
≤ 1

0 ≤ SG
k = SG

k−1 +
ηsto

HTgk
HTρH2

ωHT
≤ 1

(27)

qSOFC =
pSOFC∆t(1− ηSOFC − ηt)

ηSOFC
(28)

gSOFC =
pSOFC∆t

ηSOFCqH2

(29)

pSOEC =
gSOFC∆tqH2

ηSOEC
(30)

pCHP =
qCHP

Ch
P

(31)

where: pPV is the power generation of PV in the current time interval, kW·h; ηPV is the
power generation efficiency of PV; Rk is the local solar radiant energy at time k, kW/m2; ωPV
is the capacity of PV, m3; pSOFC is the power generation of SOFC in the current time interval,
kW·h; ωSOFC is the capacity of SOFC, kW; gSOEC is the amount of hydrogen generated by
SOEC in the current time interval, m3; ωSOEC is the SOEC capacity, m3/h; pGRID is the
amount of electricity supplied by the grid in the current time interval, kW·h; ωGRID is the
capacity of the grid, kW; qCHP is the amount of heat generated by the CHP in the current
time interval, kW·h; ωCHP is the capacity of the CHP, kW; pBT is the amount of charging and
discharging of the BT in the current time interval, kW·h; ωBT is the capacity of the BT, kW·h;
Vcharge

BT , Vdischarge
BT is the rated charging and discharging voltage of BT, V; Icharge

MAX , Idischarge
MAX is

the maximum charging and discharging current of BT, A; η
charge
BT , η

discharge
BT is the charging

and discharging efficiency of BT; qMHR is the amount of heat stored or discharged by MHR,
kW·h; ωMHR is the capacity of MHR, kW·h; ηrec

MHR, ηrel
MHR is the storage and discharging

efficiency of MHR; gHT is the amount of hydrogen stored or discharged by HT, m3; ωHT is
the capacity of HT, kg; ρH2 is the density of hydrogen, kg/m3; ηsto

HT, ηrel
HT is the storage and

discharging efficiency of HT; SC
k , SH

k and sG
k are the electric storage state of the battery, the

heat storage state of the storage heaters and the hydrogen storage state of the hydrogen
storage tanks at time k, respectively, i.e., the ratio of the energy stored in the storage device
to its capacity at time k; qSOFC is the residual heat generated by the SOFC in the current
time interval, kW-h; ηSOFC is the power generation efficiency of the SOFC; ηt is the heat
loss coefficient of the SOFC; gSOFC is the amount of hydrogen consumed by the SOFC in
the current time interval, m3; qH2 is the low-level calorific value of hydrogen, kW·h; pSOEC
is the electricity consumed by the SOEC in the current time interval, kW·h; ηSOEC is the
electrolysis efficiency of the SOEC; pCHP is the power consumed by the CHP in the current
time interval, kW·h; Ch

P is the heating factor of the CHP.
According to the generic modeling method for optimal microgrid scheduling proposed

by the authors of [24,25], the electric, thermal, and gas power of each device needs to satisfy
the upper and lower power limits, as in Equations (17)–(21). Among them, since the
operation of solar cells does not need to consider factors such as fuel and emissions, the
system should use as much power as possible from solar cells so that the power supply of
the solar cells in a unit time interval ∆t should be equal to the amount of power generated
in that time period, as shown in Equation (17). For the energy storage device, not only
does the power limit exist during operation, but also the limit of the stored energy must
be considered. This limit means that the stored energy of the energy storage device will
not be greater than the rated capacity at any moment, as shown in Equations (22)–(27). In
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this regard, the lower limit of the storage-state SOC of the battery at moment k is set to
0.4 in order to ensure the service life of the battery and the charging and discharging rate.
The RSOC can realize the flexible conversion of electric, thermal, and pneumatic energies,
and Equations (28)–(30) [26] express the energy conversion relationships of the RSOC. The
CHP can convert the electric energy into thermal energy for the user’s use, and Equation
(31) [27] represents the electrical and thermal conversion relationship of the CHP.

4.3. Model Solving Methods

The IES’s optimized design needs to match and optimize the capacity of each compo-
nent in the system from the perspective of supply–demand balance based on the demands
of the three types of energy—electricity, heat, and gas—and the renewable energy resources.
At the same time, the system operation scheduling strategy also has a significant impact
on the quality of optimization, and the coupling of equipment capacity and scheduling
strategy is high. In the system optimization model established above, for each level of
optimization objective, there exists the equipment capacity ω and the required energy of
each piece of equipment in unit time interval ∆t. When the system operates in way a, there
are two variables, where a represents the system operation scheduling policy and its value
also exists in the optimal solution and changes as ω changes.

In addressing this complex nonlinear optimization problem characterized by multiple
constraints and objectives, the RCA and SQP are sequentially employed to iteratively
solve the multi-level optimization challenges. This methodology enables the independent
resolution of the two variables mentioned above. The workflow of the RCA is shown in
Figure 2; the main loop of the algorithm is from the “start” to the “end” part. The RCA
is mainly used to calculate the equipment capacity combination ω, which is based on the
results of the optimization process carried out to continuously narrow the range of values
of ω, and ultimately determine the optimal value of ω, within a range of values. This is
essentially a search for the optimal domain within a range of values. The RCA does not use
the optimization operator to iterate over a single point; instead, it takes the value range
as the basic unit of iteration, which accelerates the convergence speed. In the meantime,
based on the objective function and constraints, SQP is utilized to solve a. In Figure 2,
Cpool represents the result library; Cbest represents the filtered result library; Np represents
the number of results in the result library; and Nu represents the update frequency of the
search space. The specific calculation process is as follows:

(1) For the thermal subsystem, the optimal capacity combinations and optimal operat-
ing conditions for the RSOC (SOFC operation mode), CHP, and MHR are calculated based
on the algorithmic flowchart, as well as the lowest thermal energy cost CCOE

1 , where the
range of initial capacity values is determined based on the load. Using the FTL operation
mode, the capacity of SOFC is determined based on the heat load, and the capacity of HE is
determined by the maximum heat load.

(2) Based on the calculated optimal operating conditions of each device in the thermal
subsystem, the internal gas consumption of the system is calculated using Equation (29),
and then, based on the algorithmic flow chart, the optimal capacity combinations and
optimal operating conditions of the RSOC (SOEC operating mode) and HT in the gas
subsystem are calculated, which leads to the lowest gas energy cost CCOE

2 .
(3) Based on the calculated optimal operating conditions of each device in the heat

and gas subsystems, the power consumption within the system is calculated based on
Equations (30) and (31). Then, based on the algorithmic flowchart, the optimal capacity
combinations and optimal operating conditions of the PV component, the grid, and the BT
in the electronic system are calculated and then combined with the capacity and operating
conditions of the RSOC (SOFC mode of operation), calculated based on Equation (1), to
derive the minimum electric energy cost CCOE

3 .
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5. Example Analysis
5.1. Arithmetic Conditions

In order to verify the validity and reliability of the constructed model, data from a
typical winter’s day in a northern industrial park were selected for our simulation. Since
carrying out the optimization calculation for a given year hour-by-hour (a total of up to
8760 h) is highly complicated, five winter working days in January with a large heat load
and a time scale of 1 h were used in our simulation to optimize and derive the optimal
capacity rationing and responsive scheduling strategies for the various pieces of equipment
in the system. The load profile is shown in Figure 3. According to the method described by
the authors of [28], the variation in solar radiation energy over time during the simulation
cycle can be calculated as shown in Figure 4, which shows that the first day is cloudy with
insufficient solar radiation energy and that the remaining four days are sunny with more
sufficient solar radiation energy, which more comprehensively reflects the actual weather
conditions.
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5.2. Analysis of Optimization Results

Using the above models and algorithms, optimization calculations were carried out in
MATLAB 2020b software, and the optimal capacity distribution for each piece of equipment
in the system was obtained, as shown in Table 2. The unit prices of electricity, heat, and gas
are shown in Figure 5, and it can be seen that the optimized IES unit prices of electricity, heat,
and hydrogen are 0.4628 ¥/(kW·h), 0.02 ¥/(kW·h), and 0.51 ¥/m3, respectively, whereas
the local prices of industrial and commercial electricity, non-residential heat, and hydrogen
are 0.7704 ¥/(kW·h), 0.21 ¥/(kW·h) and 1.98 ¥/m3.

Table 2. System equipment capacity optimization results.

Equipment Unit Capacity

PV m2 487.75
RSOC kW 279.07
SOEC m3/h 121.23

HE kW 350.22
CHP kW 17.38
Grid kW 465.28
BT kW·h 1314.02

MHR kW·h 252.74
HT kg 117.78



Processes 2024, 12, 628 12 of 16

Processes 2024, 12, x FOR PEER REVIEW 12 of 17 
 

 

BT kW·h 1314.02 
MHR kW·h 252.74 
HT kg 117.78 

 
Figure 5. System energy cost optimization results. 

In comparison, the unit prices of electricity, heat, and hydrogen are reduced by 
39.9%, 90.5%, and 74.2%, respectively. Since the system uses the waste heat generated by 
the RSOC in SOFC operation mode to satisfy the heat load, the heat unit price of the sys-
tem is greatly reduced. 

5.2.1. Analysis of System Cost Composition 
The system cost composition under the optimal capacity ratio is shown in Figure 6. 

Under the optimal capacity ratio condition, the cost of the thermal subsystem is mainly 
spent on the MHR, and the cost of the gas subsystem is mainly spent on the RSOC, so 
lowering the equipment costs of MHRs and RSOCs can effectively improve the economy 
of the IES. In the electronic subsystem, the electricity cost of the grid accounts for more 
than 50% of the total cost, while the PV component does not consume extra costs once it 
is built, so increasing the utilization rate of PV energy in the IES can also improve the 
economy of the system. 

Figure 5. System energy cost optimization results.

In comparison, the unit prices of electricity, heat, and hydrogen are reduced by 39.9%,
90.5%, and 74.2%, respectively. Since the system uses the waste heat generated by the RSOC
in SOFC operation mode to satisfy the heat load, the heat unit price of the system is greatly
reduced.

5.2.1. Analysis of System Cost Composition

The system cost composition under the optimal capacity ratio is shown in Figure 6.
Under the optimal capacity ratio condition, the cost of the thermal subsystem is mainly
spent on the MHR, and the cost of the gas subsystem is mainly spent on the RSOC, so
lowering the equipment costs of MHRs and RSOCs can effectively improve the economy of
the IES. In the electronic subsystem, the electricity cost of the grid accounts for more than
50% of the total cost, while the PV component does not consume extra costs once it is built,
so increasing the utilization rate of PV energy in the IES can also improve the economy of
the system.
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5.2.2. Analysis of System Scheduling Strategies

Figure 7 shows the time-by-time heat, gas, and power scheduling strategies for five
working days under the optimal capacity ratio of the system. From Figure 7a, it can be
seen that in the nighttime low-heat period, the heat load is mainly satisfied by the CHP,
and the excess heat generated exists in the multi-stage storage heaters; in the daytime peak
heat period, the waste heat generated by the RSOC satisfies most of the heat load, and the
insufficient heat is supplemented by the MHR and CHP. It can be seen from Figure 7b that
most of the hydrogen produced by the RSOC in SOEC operation mode is consumed in the
SOFC operation mode at the RSOC, which shows that the RSOC is more frequently used as
an energy conversion device in the system. It can be seen from Figure 7c that, during the
daytime, together, the RSOC and PV component satisfy all the electrical loads and charge
the excess electrical energy into the battery for backup; at nighttime, both the RSOC and
PV component stop working, the electrical loads are satisfied by the power stored in the
battery, and the insufficient power is replenished by the power grid.
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The system’s heat supply is equal to heat consumption; its gas supply is equal to gas
consumption, and the power supply is equal to the power consumption at any moment, as
shown in Figure 7, indicating that the computational model we used satisfies the physical
constraints of the system and basically realizes the process of the actual one.

Figure 8 illustrates the energy storage status curves for the battery, the storage heaters,
and the hydrogen storage tank, and it can be seen that all three types of energy storage de-
vices are used frequently. The battery basically undergoes one complete charge/discharge
cycle per day, always storing part of the daytime power to supply power for the nighttime
load demand. This is due to the high thermal load of the system during the daytime and
the fact that the system is in FTL operation mode.
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As shown in Figure 9, the RSOC is always in SOFC mode during the daytime in order
to meet the thermal load of the system, and the excess power generated is charged into
the battery. At the same time, the PV component works only during the daytime, and the
excess power generated is also charged into the battery. At night, the RSOC is in the SOEC
mode and needs to utilize the power stored in the battery during the day to electrolyze
hydrogen, which sometimes depletes the battery to the set maximum discharge depth of
0.4. Insufficient power is replenished by the power grid. The storage heaters were not filled
during the 5-day simulation, always storing a small amount of heat at night and releasing
it during the day to cut down on the daytime heat peak. Regarding the hydrogen storage
tank, a certain amount of hydrogen is set to be stored in the tank initially, and it can be seen
from Figures 8 and 9 that the RSOC is in the SOEC mode at night to produce hydrogen by
electrolysis. The hydrogen produced is stored in the tank and released during the daytime
for the RSOC in the SOFC mode to use to meet the required hydrogen load of the system.
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5.2.3. Comparative Analysis

In this study, Multi-Objective Optimization (MOO) [29] and mixed-integer linear
programming (MILP) [30] were selected to facilitate a comparison between these methods
and our proposed one. The former is used to find a set of solutions which find an optimal
balance between different objectives, while the latter minimizes a linear objective function
under linear constraints while requiring some or all of the variables to be integer-valued.
All experiments were carried out in MATLAB, and the YALMIP R20200930 toolbox [31]
and the commercial software Gurobi 10.0 [32] were also used. The optimization results are
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shown in Table 3, where it can be seen that the optimization method proposed in this paper
is superior to the other two methods, validating its effectiveness.

Table 3. Comparative analysis.

Optimization
Methods

Energy Unit Price Reduction Rate

Electricity Heat Hydrogen

MOO 36.2% 85% 73.9%
MILP 39.6% 87.3% 72.1%

RCA + SQP 39.9% 90.5% 74.2%

6. Conclusions

In this paper, a capacity matching optimization and scheduling strategy model for a
multi-energy flow integrated energy system with the objective of maximizing the economic
benefits of electricity, heat, and gas is proposed. The model was optimized and solved
using an RCA combined with SQP to obtain the optimal capacity matching of each device
in the system and the optimal scheduling strategies for the electricity, heat, and gas energy
in the simulation cycle in order to ensure that the system has the lowest energy cost while
satisfying the load. Based on our study, the following conclusions were drawn:

(1) Compared with the current market energy unit price, the utilization of this integrated
energy system can reduce the unit prices of electricity, heat, and hydrogen by 39.9%,
90.5%, and 74.2%, respectively, effectively improving the economy of the system.

(2) Through analyzing the system cost components, it can be seen that reducing the
equipment costs associated with MHRs and RSOCs and improving the utilization rate
of solar cells can effectively improve the system from an economic standpoint.

(3) This model was solved using RCA and SQP algorithms, which can adapt to energy
systems of different sizes and complexities and provide a reference for the construction
of integrated energy systems.

In addition, the system’s design can be optimized when the grid is supplied with
electricity without considering the impact of time-sharing tariffs. In the future, the proposed
model could be applied in different time periods with refinement.
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