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Abstract: The development of efficient dyes for photon harvesting in dye-sensitized so-
lar cells (DSSCs) is a critical area of research with the potential to enhance renewable
energy technologies. This manuscript presents a novel approach to engineering dye struc-
tures (abbreviated as D2 dye features, an anthanthrene core with a resonance energy of
ER = 694 kJ/mol and a reported power conversion efficiency (η) of 5.27%) by systematically
replacing an anthanthrene core with various aromatic cores, aiming to understand the in-
fluence of resonance energy on molecular performance. By designing seven new dyes with
resonance energies ranging from 255 to 529 kJ/mol, we conducted in-depth computational
studies using Density Functional Theory (DFT) and Time-Dependent Density Functional
Theory (TDDFT) to explore the effects of π-aromatic linkers on their electronic properties.
Our findings reveal key insights into intermolecular charge-transfer (ICT) mechanisms
and how they relate to the resonance energy of dye cores, highlighting the significance of
balanced charge mobilities in optimizing optoelectronic characteristics, as shown by the D9
dye with a naphthacene core.

Keywords: anthanthrene-based dyes; resonance energies; DFT calculations; adsorption
energies; intramolecular charge transfer (ICT)

1. Introduction
Technologies based on solar energy have remarkably developed during the last few

decades. This is because of global concerns regarding the cost and availability of fossil
fuels and the harmful effects on the worldwide climate due to the use of fossil fuels [1].
Regarding energy resources, the sun is considered the largest renewable source of energy.
The sun provides the earth with 173,000 TW of energy per year [2], which means that one
hour of the sun’s energy is more than what the human population consumes in one year.
For 30 years, Grätzel and O’Regan 1991 developed solar cells with a new design known as
Grätzel’s cells or dye-sensitized solar cells (DSSCs) [3]. A DSSC joins nanoparticles and
molecular systems in a device like when a photosynthesis process takes place, and this
device can convert sunlight into reliable, low-cost, and renewable energy [4]. In a DSSC
device, the photosensitizer/dye (the light harvester) plays a crucial role. The dye used for
this application must meet the following criteria: (i) captures visible/near-infrared light
(Vis/NIR); (ii) absorbs light intensely, i.e., its molar absorption coefficient should be high;
(iii) the appropriate alignment of its frontier molecular orbitals (FMOs), i.e., the energy of
its LUMO (lowest unoccupied molecular orbital), is positioned above the semiconductor’s
conduction band (CB) edge, and its energy of HOMO (highest occupied molecular orbital)
is positioned lower than the redox shuttle for the effective regeneration of it; and (iv) a
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rendering of its aggregation on the TiO2 surface is required [5]. A dye based on Ruthenium
could be used [6,7]. However, Ruthenium-based dyes are not available in nature, usually
come with high production costs, and are toxic. Among the other types of dyes are those
based on porphyrins [8]. Porphyrin-based dyes have the advantage of good absorption
in the Vis region [5]. Lastly, dyes can be metal-free (MF) photosensitizers. MF-based dyes
are promising candidates. They are low in production cost, are associated with high molar
absorption coefficients, and are environment-friendly [9]. Most MF dyes are push–pull
configured, which means an electron-donor unit (D) is connected to an electron-acceptor
unit by a core forming a π-bridge. Since the choice of the π-bridge core is a vital factor in
the potential performance of DSSC devices, researchers have investigated, experimentally
and theoretically, the effects of various π-linker cores on the optoelectronic characteristics
of the resultant dyes [10–13]. Such π-bridge cores are thiophene cores [10], azo cores [11],
and cyanovinyl cores [12]. It is uncommon to find experimental and theoretical studies
of dyes based on anthanthrene cores in the literature [14–16]. These dyes possess unique
structural and electronic properties that may lead to improved performance in DSSCs and
other optoelectronic applications.

Our study aims to explore these properties in the context of dye–semiconductor
interactions. In materials science, naphtho[7,8,1,2,3-nopqr]tetraphene (anthanthrene) repre-
sents a promising building block. A series of anthanthrene-based photosensitizers have
been investigated in DSSCs experimentally by Geng et al. [15]. Also, Wazzan [14] tried
to interpret this work by detailed DFT calculations. The four synthesized dyes have
a donor unit (triphenylamine); an anthanthrene unit, which serves as a conjugated π-
linker; and one or two cyanoacrylic acid groups, which substitute 3-ethylheptane or
nonane alkyl chains into the anthanthrene core and serve as anchoring groups. The
performance of DSSC devices has been evaluated based on how many anchoring groups
are present and the type of alkyl substitution used. Among the four investigated dyes,
D2, (E)-2-cyano-3-(5-(10-(4-(di-p-tolylamino)phenyl)-6,12-bis(octyloxy)naphtho[7,8,1,2,3-
nopqr]tetraphen-4-yl)thiophen-2-yl)acrylic acid, a dye-based device, exhibits the largest
short-circuit current ( Jsc), which equals 10.4 mA cm−2, offers a top overall power conver-
sion efficiency (η) of 5.27% (the fill factor (FF) equals 0.73 and the open-circuit voltage (Voc)
equals 690 mV).

In an effort by the group of Venkatraman et al. [17], various dyes have been designed
in which the triphenylamine group acts as the donor unit, and cyanoacrylic acid unit
acts as the anchoring group, and a number of aromatic rings with different resonance
energies (benzene (36 kcal/mol), pyridine (32 kcal/mol), furan (16 kcal/mol), pyrrole
(21 kcal/mol), and thiophene (29 kcal/mol)), act as π-linkers. The aromaticity of π-linkers
on the configurational, electro-optical, photovoltaic, and charge-transfer properties have
been investigated and analyzed. A conclusion was drawn in such a way that a complex
relationship has been found to exist between aromaticity and photovoltaic properties. As
described by Pino-Rios et al. [18], porphyrin cores have been modified to gain improved
behavior as light harvesters in the UV, Vis, and NIR regions. A moiety of oxazolone has
replaced the imine ring, resulting in redshifts and an enhanced Q-band intensity with
respect to reference compounds. Moreover, aromaticity was explained using delocaliza-
tion and magnetic criteria. Descriptors of aromaticity and Q bands show a qualitative
relationship, and thus, as concluded, this has potential in the rational design of photosensi-
tizers. In a theoretical investigation by Obasuyi et al. [9], using functional MN12SX with
a 6-311+G(d,p) basis set, two series of anthocyanidin and betalain families were studied.
Aromaticity, the open-circuit voltage (Voc ), the rate constant of the injection (∆Ginj), and
the rate constant of the dye regeneration (∆Greg) values were found to play important roles
in determining which dye is most efficient. In another theoretical effort by Borges-Martínez
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et al. [5], BODIPY and oxasmaragdyrin photosensitizers were studied using 11 bridging
functional groups on their aromatic, charge transport, and photophysical properties. At
the GIAO/B3LYP/6-311G(d,p) level, the aromaticity index ,NICS(0), is calculated at the
macrocycle center-ring critical point, and all these systems can be classified as aromatic
(between −10.7 and −12.4 ppm).

Historically, one of the first energy-based quantities used to quantify the degree of
aromaticity is the resonance energy (ER). Based on a comparison of the energy values of the
localized Lewis structure and the delocalized “real” compound, the ER value is determined.
Electronic configurations representing a localized Lewis structure can be calculated and
compared using a restraint-free calculation that allows for full delocalization. Aromaticity
increases as this difference rises [19]:

ER = Edel − ELewis (1)

where Edel is the electronic energy of the fully delocalized structure, and ELewis is the
electronic energy of the most representative Lewis structure.

To compensate for the spectral engineering of DSSCs for new applications such as
greenhouse-oriented applications, developments of DSSCs that employ newly designed
dyes have been considered a lot in the literature [20]. Greenhouses typically utilize sunlight,
but their spectral composition can vary based on the time of day and season. The sunlight
that reaches plants in a greenhouse includes a range of wavelengths—primarily, visible
light, with some near-infrared (NIR) and ultraviolet (UV) components. The first step in
spectral engineering involves designing dyes that have specific absorption characteristics
that can complement or optimize the light available in a greenhouse.

This study addresses a significant challenge in the field of DSSCs—the need for im-
proved light-to-current efficiency through the strategic optimization of dye structures. As
mentioned in the above refs. [5,9,17,18], current research highlights a promising correlation
between aromaticity and photovoltaic performance, but there remains a gap in understand-
ing how different resonance energies within dye molecules can influence their effectiveness
in energy conversion. By focusing on the superior capabilities of the D2 dye, as substanti-
ated in ref. [15], this work presents novel dyes designed by substituting the anthanthrene
linker with various aromatic rings, each characterized by distinct resonance energies. This
innovative approach aims not only to enhance optical and photovoltaic properties but
also to provide valuable insights into the structure–property relationships that govern the
performance of DSSCs. The significance of this study lies in its potential to bridge existing
knowledge gaps, and it offers a systematic investigation into how modifications at the
molecular level can lead to enhanced energy conversion efficiencies.

The molecular structures of the seven designed dyes are illustrated in Figure 1. Abbre-
viations and IUPAC names of the designed dyes are as follows: D5: (E)-2-cyano-3-(5-(6-(4-
(diphenylamino)phenyl)-4,8-bis(octyloxy)anthracen-2-yl)thiophen-2-yl)acrylic acid; D6: (E)-
2-cyano-3-(5-(6-(4-(diphenylamino)phenyl)-3,8-bis(octyloxy)phenanthren-1-yl)thiophen-2-
yl)acrylic acid; D7: (E)-2-cyano-3-(5-(6-(4-(diphenylamino)phenyl)-3,8-bis(octyloxy)
phenanthren-1-yl)thiophen-2-yl)acrylic acid; D8: (E)-2-cyano-3-(5-(8-(4-(diphenylamino)
phenyl)-1,6-bis(octyloxy)pyren-4-yl)thiophen-2-yl)acrylic acid; D9: (E)-2-cyano-3-(5-(8-(4-
(diphenylamino)phenyl)-4,10-bis(octyloxy)tetracen-2-yl)thiophen-2-yl)acrylic acid; D10:
(E)-2-cyano-3-(5-(1-(4-(diphenylamino)phenyl)-3,9-bis(octyloxy)chrysen-6-yl)thiophen-2-yl)
acrylic acid; and D11: (E)-2-cyano-3-(5-(9-(4-(diphenylamino)phenyl)-5,11-bis(octyloxy)
perylen-3-yl)thiophen-2-yl)acrylic acid. In this work, by critically analyzing both the well-
performing D2 dye and its seven newly designed derivatives, we aim to furnish the field
with a deeper understanding of how structural variations impact the performance of pho-
tosensitizers in DSSCs. Ultimately, our findings could pave the way for the development of
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more efficient solar energy materials, contributing to advancements in renewable energy
technologies and addressing global energy challenges. The synthesis procedure of the D2
dye, as described in ref. [15], along with the suggested synthesis procedures for the newly
designed dyes are illustrated in Figure 2.
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2. Methods
Regarding DFT theory, a series of dyes based on anthanthrene were optimized with

no structural constraints imposed on the optimization. An M06-2x hybrid functional from
the Truhlar group was used for DFT calculations [21], using the standard basis set of
6-31+G(d,p) [22,23]. The M06-2x functional was selected due to its proven reliability and
accuracy in describing non-covalent interactions, which are particularly relevant for the
system under investigation. Numerous studies have highlighted its capacity to effectively
handle dispersion interactions, making it suitable for systems involving dye–semiconductor
interactions [24]. Furthermore, the M06-2x functional has shown favorable performance
in comparison to other functionals, such as B3LYP and PBE0 [25], particularly in terms
of predicting reaction energies and geometries in similar material systems [26,27]. The
adopted basis set (6-31+G(d,p)) offers a balanced trade-off between computational effi-
ciency and the accuracy of electronic structure calculations. 6-31+G(d,p) is a double ζ

basis set with one diffuse function and two polarizable functions. Since the experimental
testing of the reference dye (D2) was carried out in a THF solvent, the Conductor-like
Polarizable Continuum Model (CPCM) was utilized to replicate the appearance of this
solvent (THF, ε = 7.58). The choice of the CPCM model is supported by various studies
in the literature that investigate dye behavior in DSSC applications. It has shown a good
ability to describe the interactions that influence photovoltaic performance [15,28,29]. A
simulation of dye adsorption on the TiO2 surface has also been conducted. Considering
the cost of computation and the reliability of the system, the cluster (TiO2)6 was selected
to model anatase TiO2. Anatase (TiO2)6 has an optimal cluster size in terms of computa-
tional cost/efficiency negotiation to simulate the electronic and optical properties of the
complex system [17,30]. Hydrogenated TiO2 clusters are more stable than dehydrogenated
ones, as previously demonstrated [31], so the (TiO2)6H3 cluster was used. No structural
constraints were applied to dye complexation geometries with TiO2, using 6-31+G(d,p)
for C, O, N, S, and H. In addition, the Los Alamos National Laboratory DZ quality and
the overall combination of ECP and valence basis sets (LANL2DZ) for Ti atoms were
used [32]. With only real frequencies, all optimized geometries reach a minimum. Typically,
exchange functionals have too-short non-coulomb parts that die off too quickly and become
very inaccurate with distance. Thus, they cannot be used to model electron excitations
in high orbitals. TDDFT with a coulomb-attenuating functional (CAM-B3LYP) and the
same basis set has been used to calculate the absorption of 12 excited states and emission
to 3 excited state transitions using the optimal geometry in the ground state [33]. The
Gaussian 09 software suite was used to perform all calculations [34]. Visualizations of
molecular structures were performed by using GaussView (version 5.0.8) [35]. The molec-
ular electrostatic potential maps (MESPs) were drawn using the Avogadro package [36].
Finally, the comprehensive equations employed for estimating various parameters, along
with their respective references, are presented in the computational details section of the
Supplementary Data (SD).

3. Results and Discussion
Based on the experimental results of [15] and fully supported and interpreted by

the theoretical calculations of the present author [14], the D2 dye performed better than
the other three dyes tested. The D2 dye’s configuration was modified by replacing the
π-spacer (Naphtho[7,8,1,2,3-nopqr]tetraphene) with aromatic rings of smaller and different
resonance energies, and seven dyes were designed as a result, see Figure 1. Therefore,
the eight investigated dyes consist of a donor group (triphenylamine unit (TPA)) and an
anchoring group (a cyanoacrylic acid unit) attached at the 6,12 positions to a thiophene
unit (TPH) and are substituted with two nonane alkyl chains (ALKY1/ALKY2) attached
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to different aromatic cores. The resonance energies (ER) of the designed dyes and the
D2 dye decrease in the following order: D2 (anthanthrene; ER = ∼694 kJ/mol) > D11
(perylene; ER = 529 kJ/mol) > D10 (chrysene; ER = 487 kJ/mol) > D9 (naphthacene;
ER = 460 kJ/mol) > D8 (pyrene; ER = 456 kJ/mol) > D7 (phenanthrene; ER = 381 kJ/mol)
> D6 (anthracene; ER = 347 kJ/mol) > D5 (naphthalene; ER = 255 kJ/mol).

3.1. Dyes Before Adsorption
3.1.1. Degree of Planarity

As a result of the coplanarity of the dye’s D–π–A configuration, intramolecular charge
transfer (ICT) can be ensured from one side to the other [17]. On the other side, an increase
in the non-planarity of the donor unit of a dye is favorable, since self-aggregation can be
significantly rendered [37]. Table 1 provides some of the major dihedral angles at different
positions within the eight dyes. The dihedral angles (DA1) between the TPA units and
the aromatic cores are in the range of 35.19 to 52.43◦; the change in the DA2 represents the
angle of rotation between the thiophene units; and the aromatic rings fall in a similar range,
i.e., from 25.21 to 56.90◦. These two ranges indicate a deviation from the planarity of these
two regions within the molecules.

Table 1. The optimized dihedral angles (in 0) (DA1, DA2, DA3, and DA4) of the eight investigated
dyes.

Aromatic Core (Dye) DA1 (TPA) DA2 (TPH) DA3 (ALKY1) DA4 (ALKY2)

Anthanthrene (D2) 54.12 56.73 90.98 91.13
Naphthalene (D5) 35.40 25.61 92.34 90.97
Anthracene (D6) 35.22 25.66 91.82 93.71
Phenanthrene (D7) 36.21 56.21 179.21 88.77
Pyrene (D8) 52.63 46.95 86.64 91.85
Naphthacene (D9) 35.19 25.33 91.79 92.45
Chrysene (D10) 52.43 56.90 179.52 179.38
Perylene (D11) 36.44 28.10 179.15 179.30

On the other hand, the dihedral angles between the alkyl substituents and the aromatic
cores show some variation, which can be attributed to the difference in the resonance
energies of the aromatic cores since the alkyl chain in all molecules is the same (nonane). The
degree of planarity is higher in three dye molecules, D7 (phenanthrene; ER = 381 kJ/mol);
D10 (chrysene; ER = 487 kJ/mol); and D11 (perylene; ER = 529 kJ/mol). Since in these
three dyes, DA3 and DA4 are very close to 180◦, note that DA4 in D7 is 88.77◦. All other
dyes show an increase in out-of-plane distortion. It is worth mentioning that there is no
direct relationship between the overall planarity of the molecule and resonance energies of
the core aromatic rings.

To illustrate the degree of planarity of dye molecules, Figure 2 shows the dye molecules
vertically. By looking at the orientations of the two alkyl groups in this figure, we can judge
planarity. Figure 3 indicates that the D10 and D11 dye molecules showed more planarity
compared to those of other dyes, since, in these two dyes, the two alkyl groups are coplanar
with the aromatic cores. Also, to confirm this result, the molecular planarity parameter
(MPP) was calculated [38]. MPP estimates the deviation of the whole molecular structure
from the plane. Lower MPP values signify larger planarity. It is calculated utilizing the
Multiwfn software (version 3.8) [39]. Accordingly, the planarity of the investigated dyes
can be ordered as follows: D11 > D10 > D7 > D8 > D6 > D5 > D9 > D2.
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3.1.2. Frontier Molecular Orbitals (FMOs)

In Figure 4, at the CPCM/M06-2x/6-31+G(d,p) level of the theory, the FMO energy
levels of the designed dyes (D5 to D11) are shown, along with those of the experimentally
tested dye (D2) in the THF solvent. On the other hand, the alignment of the HOMO
and LUMO energy levels of the TPA (triphenylamine), TPH (thiophene), and different
π-bridge cores of the eight investigated dyes are discussed in the Supplementary Data
(section: Additional Results and Discussion) and are illustrated in Figure S1. The designed
dyes, with the appropriate HOMO and LUMO energies, aligned quite well with the redox
potential (RP) of the I−/I−3 electrolyte (−4.8 eV) [40] and the CB of TiO2, in the present
calculations, ETiO2

CB = −4.0 eV [41,42]. Accordingly, the dyes designed are predicted to
perform well during the key processes, i.e., dye regeneration and electron injection.
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If the dye’s LUMO energy is above the semiconductor’s CB edge, this indicates that
electrons are transferred from the excited state to the semiconductor in a favorable way.
The LUMO levels of the designed dyes are situated in better positions compared to those
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of the D2 dye. In other words, the LUMOs of the designed dyes are above and much closer
to the CB of TiO2. The electron injection from a closer LUMO is more thermodynamically
favorable than from a farther LUMO level.

As compared to D2, the HOMOs of the designed dyes are lower in energy. An
exception is the D9 dye. So, it is predicted that the dye regeneration process will be better
for D2 compared to the designed dyes, and the D9 dye will be better than the D2 dye.

The energy gap is defined as follows: ∆L−H = ELUMO − EHOMO. It is expected that
lower energy gaps will favor ICT within the dye molecule’s skeleton and redshift, its
absorption maxima. The values of ∆L−H decrease in the following order: D10 (4.17 eV) >
D7 (4.16 eV) > D8 (4.12 eV) > D5 (4.10 eV) > D11 (4.05 eV) > D2 (4.03 eV) > D6 (4.01 eV) >
D9 (3.86 eV). Only the D6 and D9 dyes (especially D9) show smaller energy gaps than the
D2 dye, which means easier electron excitation and longer absorption wavelengths. This is
evident in Section 3.1.3.

3.1.3. UV-Vis Spectroscopic Properties

In experiments, the D2 dye showed two absorption bands in the UV and Vis re-
gions [15]. The UV band is more intense and is found at 329.77 nm, while the Vis-band
intensity is lower at 460.36 nm. The difference between the calculated and experimental
values of this dye is only 9 nm in the Vis band and only 21 nm in the UV band. Therefore,
the calculated absorption wavelengths, as well as the level of theory used to calculate them
(CPCM/TDCAM-B3LYP/6-31+G(d,p)), are reliable.

As with the D2 dye, the absorption spectra of dyes D5 to D11 also consist of two main
bands. One ranges from 281.66 nm to 368.70 nm (UV region), and there is another band in
the Vis region (in the range of 393.40 nm to 436.19 nm) (see Figure 5 and Table 2). Opposite
to the oscillation strength values obtained for the four experimentally tested dyes in [15],
here (the seven designed dyes), the f values of the Vis bands are larger than those of the UV
region; therefore, the Vis bands are more intense than the UV bands. Because most solar
light belongs to the visible and near-infrared ranges, this result is more beneficial [43]. As
a general note, the λcalc

abs values of the designed dyes become redder and shifted (longer
wavelengths) as the resonance energies of the aromatic rings increase. This has also been
proven in the literature [17,44]. This conclusion is shown in Figure 6.
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Dye λcalc
abs

(in nm/eV)
f Transition Transition

Character LHE Iso-Density

D2 451.36/
2.75 1.001 S0 → S1 H → L + 1 (49%) 0.900
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Table 2. Cont.

Dye λcalc
abs

(in nm/eV)
f Transition Transition

Character LHE Iso-Density

320.55/
3.87 0.863 S0 → S3 H-3 → L (32%) 0.863
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D8 428.01/
2.90 1.571 S0 → S1 H-1 → L (50%) 0.973
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1.289 S0 → S2 H → L + 1 
(41%) 

0.949 

 

 368.70/ 
3.36 

1.118 S0 → S3 H-1 → L (33%) 0.924 

 

D10 401.63/ 
3.09 

1.306 S0 → S1 H-1 → L (47%) 0.951 

 

 
281.66/ 

4.40 0.822 S0 → S10 H-2 → L (39%) 0.849 

 

D11 
400.40/ 

3.10 1.210 S0 → S2 H-1 → L (34%) 0.938 

 

 352.90/ 
3.51 

0.623 S0 → S4 H → L + 1 
(44%) 

0.762 

 
HOMO: H; LUMO: L. HOMO: H; LUMO: L.



Processes 2025, 13, 418 11 of 29Processes 2025, 13, x FOR PEER REVIEW 11 of 29 
 

 

. 

Figure 6. Graphical presentation of the relationship between the π-aromatic’s resonance energies 
and wavelengths in Vis and UV absorption bands. 

The oscillation strengths of the Vis bands are in the range of 0.938 to 0.987, while the 
values of the UV bands are in the range of 0.762 to 0.924. Compared with D2, the Vis bands 
of the designed dyes are slightly blue-shifted. Despite this, as we mentioned previously, 
they have better oscillation strengths and thus higher LHEs which enhance the 𝐽௦௖  values 
[45]. In addition, the transition character is attributed to molecular orbitals other than the 
LUMO and HOMO orbitals, implying that ICT is the predominant factor affecting these 
transitions rather than π → π* transitions. The charge density of the FMOs of isolated dyes 
involved in the major transitions is illustrated in Table 2. 

Table 3 lists the computed emission data calculated at CPCM/TDCAM-B3LYP/6-
31+G(d,p) in the THF solvent, and Figure 4 represents the data graphically. Like the ex-
perimentally tested dye (D2), light from the dyes emits in the Vis region. The emission 
bands are significantly red-shifted from the absorption bands. The Stocks shift  (λୱୱ) val-
ues range from 131 nm (D11) to 256 nm (D8). Compared to the other dyes investigated, 
the larger λୱୱ of the D8 dye predicts a larger difference between its ground and excited 
state geometries. 

Table 3 shows τ (lifetime of the excited state calculated by Einstein’s transition prob-
abilities [46]) values of the investigated dyes. In fact, by lengthening the τ value, more 
electrons can be injected into TiO2’s CB. The lifetime values of the photoexcited electron 
of the designed dyes are generally smaller than that of the D2 dye. An exception is D11 
(perylene core with 529 kJ/mol resonance energy). The lifetimes of the photoexcited elec-
tron followed the order D11 (7.268 ns) > D2 (4.817 ns) > D9 (3.996 ns) > D8 (3.902 ns) > D10 
(2.936 ns) > D7 (2.644 ns) > D6 (2.623 ns) > D5 (2.428 ns); hence, the electron injection pro-
cess becomes less feasible in the same order. 

Table 3. Computed emission data based on the S1 states. Note: data on D2 dye were collected from 
ref. [14]. 

Dye 
𝛌𝐦𝐚𝐱𝐞𝐦  

(in nm/eV) 𝐟𝐦𝐚𝐱𝐞𝐦  𝛌𝐬𝐬 
(in nm) 

𝛕 
(in ns) 

D2 616.27/2.01 1.1659 165 4.817 
D5 586.50/2.11 2.1031 134 2.428 
D6 595.63/2.08 2.0038 159 2.623 
D7 602.82/2.06 2.0263 209 2.644 
D8 684.28/1.81 1.7785 256 3.902 
D9 646.00/1.92 1.5433 233 3.996 

D10 614.64/2.02 1.8978 213 2.936 
D11 531.15/2.33 0.5762 131 7.268 

Figure 6. Graphical presentation of the relationship between the π-aromatic’s resonance energies and
wavelengths in Vis and UV absorption bands.

The oscillation strengths of the Vis bands are in the range of 0.938 to 0.987, while
the values of the UV bands are in the range of 0.762 to 0.924. Compared with D2, the
Vis bands of the designed dyes are slightly blue-shifted. Despite this, as we mentioned
previously, they have better oscillation strengths and thus higher LHEs which enhance the
Jsc values [45]. In addition, the transition character is attributed to molecular orbitals other
than the LUMO and HOMO orbitals, implying that ICT is the predominant factor affecting
these transitions rather than π→ π* transitions. The charge density of the FMOs of isolated
dyes involved in the major transitions is illustrated in Table 2.

Table 3 lists the computed emission data calculated at CPCM/TDCAM-B3LYP/6-
31+G(d,p) in the THF solvent, and Figure 4 represents the data graphically. Like the
experimentally tested dye (D2), light from the dyes emits in the Vis region. The emission
bands are significantly red-shifted from the absorption bands. The Stocks shift (λss ) values
range from 131 nm (D11) to 256 nm (D8). Compared to the other dyes investigated,
the larger λss of the D8 dye predicts a larger difference between its ground and excited
state geometries.

Table 3. Computed emission data based on the S1 states. Note: data on D2 dye were collected from
ref. [14].

Dye λem
max

(in nm/eV) fem
max

λss
(in nm)

τ
(in ns)

D2 616.27/2.01 1.1659 165 4.817
D5 586.50/2.11 2.1031 134 2.428
D6 595.63/2.08 2.0038 159 2.623
D7 602.82/2.06 2.0263 209 2.644
D8 684.28/1.81 1.7785 256 3.902
D9 646.00/1.92 1.5433 233 3.996

D10 614.64/2.02 1.8978 213 2.936
D11 531.15/2.33 0.5762 131 7.268

Table 3 shows τ (lifetime of the excited state calculated by Einstein’s transition prob-
abilities [46]) values of the investigated dyes. In fact, by lengthening the τ value, more
electrons can be injected into TiO2’s CB. The lifetime values of the photoexcited electron
of the designed dyes are generally smaller than that of the D2 dye. An exception is D11
(perylene core with 529 kJ/mol resonance energy). The lifetimes of the photoexcited elec-
tron followed the order D11 (7.268 ns) > D2 (4.817 ns) > D9 (3.996 ns) > D8 (3.902 ns) >
D10 (2.936 ns) > D7 (2.644 ns) > D6 (2.623 ns) > D5 (2.428 ns); hence, the electron injection
process becomes less feasible in the same order.
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3.1.4. Reorganization Energies, Transfer Integrals, and Intrinsic Mobility

According to the Marcus electron transfer theory [47], for charge-transfer kinetics, a
smaller reorganization energy gives rise to a higher rate constant. Figure 7 represents a bar
plot of the electron and hole reorganization energies of the eight investigated dyes (D2 and
D5 to D11) in THF, and detailed data are listed in Table S1.
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The λelec values are much greater than the λhole values, indicating that the ability
of all investigated dyes to transport holes is much better than their ability to transfer
electrons [30,48], since λelec values ranged between 0.431 eV and 0.453 eV, while the range
of λelec values are from 0.143 eV to 0.156 eV. Note that both regions are small.

In comparison to the D2 dye, the ability of the designed dyes to transfer holes is better
than that of the D2 dye, since the λhole values (range from 0.143 to 0.155 eV) of the designed
dyes are smaller than the λhole value of D2 (0.156 eV). In addition, the designed dyes (except
D11 (λelec = 0.453 eV) can transfer electrons better than the D2 dye (λelec = 0.452 eV),
since the λelec values are within the range of 0.431 eV to 0.447 eV. Therefore, the designed
dyes, having cores with smaller resonance energies, showed a better charge-transfer ability
than the D2 dye [44]. Among the designed dyes, D6 shows the smallest λelec, and D11
shows the smallest λhole; thus, they are predicted to perform the best as electron and hole
transporter, respectively.

Additionally, the designed dyes showed better optimal electron–hole transport and
smaller ∆λ values. For D2, ∆λ = 0.296 eV, while the ∆λ values for the designed dyes
are in the range of 0.286 eV to 0.291 eV. The exceptions are D7 (∆λ = 0.303 eV) and
D11 (∆λ = 0.310 eV). Also, the total reorganization energy (λtot = λhole + λelec) values
were calculated (see Figure 7 and Table S1). The λtot values of the dyes become smaller
as the separation between the electron and hole becomes more effective. Due to this,
recombination processes are rendered [45], and all the designed dyes have smaller λtot

values compared to that of the D2 dye.
Based on the semi-classical model of the Marcus charge transfer [47,49], and by taking

into account the π–π stacking configuration between two neighboring dye molecules
(dimer), see Figure 8, one can calculate key parameters, including the following: (1) the
charge-transfer rate (denoted by k+/−

CT ); (2) the electronic coupling matrix element (V−)
and holes (V+) between two dye molecules; and (3) hopping mobility (µ+/−

hop ), which helps
calculate the dye’s electron or hole transport character. As can be seen in Table 4, these data
are presented for each of the eight dye molecules investigated.
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atoms (yellow) of the thiophene units is considered to represent the space distance between two
interacting dye molecules.

Table 4. Charge-transfer rate parameters between two dyes in the π-stacking configuration include
the electronic coupling matrix element V+ (in eV), the charge-transfer rate k±CT (in s−1), the space
distance l (in Å), and hopping mobility µ±

hop (in cm2 V−1 s−1).

Dye V+ V− k+
CT × 1013 k−

CT × 1013 l µ+
hop µ−

hop

D2 0.114 0.066 12.127 0.135 3.437 2.791 0.031
D5 0.053 0.064 2.886 0.152 6.216 2.172 0.114
D6 0.030 0.068 0.970 0.179 3.755 0.266 0.049
D7 0.056 0.068 3.419 0.152 4.523 1.362 0.061
D8 0.070 0.027 4.617 0.026 3.557 1.138 0.006
D9 0.023 0.119 0.539 0.535 3.843 0.155 0.154

D10 0.021 0.005 20.560 0.158 3.783 5.732 0.044
D11 0.015 0.028 0.238 0.026 6.965 0.225 0.023

The hole/electronic coupling matrix element (V+/−) of the dimer describes the cou-
pling strength of hole–hole interactions/electron–electron interactions. These interactions
strongly influence carrier mobility and charge transport rates [50,51]. A higher value of
V+/− is beneficial for charge transport when the coupling strength is high, because it
increases charge mobility. For the dye molecules (D2, D8, D9, and D10) where V+ < V−,
this indicates that the coupling strength of electron–electron interactions is larger than the
hole–hole interactions. In this way, the electron mobilities of these dyes are much higher
than the hole mobilities. The reverse is true with respect to the other dyes, i.e., D5–D7
and D11.

The hole transfer rate (k+CT) and electron transfer rate (k−CT) values depend on two
key parameters, and they are the hole/electronic coupling matrix element (V+/−) and
hole and electron reorganization energies (λ+/−), as the molecule has a smaller λ+/− and
a larger V+/−, as it will have a larger k+/−

CT value [50,52]. For most of the investigated
dyes, including D2, k+CT ≫ / > k−CT , since the k+CT values range from 0.970 × 1013 to
20.560 × 1013 s−1, while the k−CT values range from 0.026 × 1013 to 0.179 × 1013 s−1. Hence,
the hole transfer rate is much better than the electron transfer rate in these dyes. These
dye molecules will act better as hole-transporting materials than electron-transporting
materials. These results are in accordance with the calculated λ+/− values of these dyes.
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However, for D9, k+CT
(
0.539 × 1013) is larger but very comparable to its k−CT

(
0.535 × 1013).

Considering this, the D9 dye has a distinct advantage in that its electron and hole charge
rates are comparable. The space distance (l) was measured as the distance between the two
sulfur atoms in the two thiophene rings. Keep in mind that the π–π staking configuration
of the core aromatic rings implies that their x and y coordinates are very similar. The l
values of most dye dimers are comparable and close to 3 Å. Mainly due to steric hindrance,
the increase in l values followed the following order: D2 (3.437 Å) < D8 (3.557 Å) < D6
(3.755 Å) < D10 (3.783 Å) < D9 (3.843 Å) < D7 (4.523 Å) < D5 (6.216 Å) < D11 (6.965 Å).

The hopping mobility of the hole (µ+
hop) of the D2 dye dimer is greater than those of

most other dye dimers, except the D7, D8, and D10 dye dimers. Meanwhile, the hopping
mobility of the electrons (µ−

hop) of the D2 dimer is smaller than most other dye dimers,
except the D8 and D11 dye dimers. We should point out here that the hopping mobilities
of each dye for electrons and holes are significantly different. For instance, for the D8
dye dimer, µ+

hop = 1.138 cm2 V−1 s−1 is higher than its µ−
hop value by 1.4 cm2 V−1 s−1.

However, this is not the case concerning the D9 dye dimer, since its hole and electron
hopping mobilities are very similar and equal ∼1.5 cm2 V−1 s−1. The D9 dye dimers have
equal electron and hole hopping mobilities, as we concluded previously concerning its
charge-transfer rates. The dye in a DSSC has a dual role: the oxidized state of the dye
transfers electrons to the CB of TiO2, and the unoxidized state of the dye transfers holes
to the electrolyte. The balanced ability to transfer the hole and electron of a dye gives an
advantage for the total performance of this dye, which is the case for the D9 dye dimer.

Johnson et al. [53] suggested the noncovalent interaction (NCI) approach. We can
determine the types and regions of weak interactions in molecular systems by analyzing the
electron density and its derivatives. This method represents van der Waals (VDW), steric
clashes, and hydrogen bonds using only atomic coordinates as the input [53]. A gradient
isosurface is colored according to the values of sign(λ2)ρ, and this is a good indicator of
the strength of interactions. Large and negative values of sign(λ2)ρ are revealing of an
attractive interaction (such as hydrogen bonding/dipole–dipole), while a large and positive
sign(λ2)ρ is revealing of a nonbonding interaction. Values near zero reveal very weak
VDW interactions.

The dye dimers were examined for their interaction. Two-dimensional scatter
maps and 3D color-filled NCI-RDG isosurfaces of the D2–D2 and D5–D5 dimers at the
CPCM/B3LYP-D/6-31G(d,p) in THF, as representative examples, are shown in Figure 9,
and similar plots for the other dimers are found in Figure S3. A VDW interaction is in-
dicated by the green region, a strong steric effect is indicated by the red region, and an
H-bond attraction is indicated by the blue region. The 3D colored-filled RDG isosurfaces
are more informative than the NCI-RDG 2D scatter maps (see Figures 8 and S3). Although
the two monomer molecules are in a π–π stacking arrangement, the aromatic cores face
each other. The main interaction between them inside the dimer is due to VDW interactions
(green plates), indicating the stability of such a configuration. As a result of the strong steric
effect of aromatic rings, small red plates can be observed inside each of the monomer’s
aromatic rings.
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3.1.5. Le Bahers’ Intramolecular Charge-Transfer Indices

Since we are dealing with dyes that differ in their π-bridge aromatic rings, it is ben-
eficial to estimate the ICT indices utilizing the code created by Le Bahers et al. [54]. A
light-to-electricity conversion of a DSSC is made more efficient by ICT. Since the dye
adsorbed on a semiconductor surface absorbs light and separates electrons from holes,
a DSSC creates an electron–hole separation. So, the distance between the hole (positive
region) and electron (negative region) should be large to enhance the ICT. Le Bahers’ model
requires only the total electronic densities of the S0 and S1 states. The dye molecule can be
considered as a push (D)–pull (A) rod-like molecule, and upon photoexcitation, the ground
state (S0) D–A changes into an excited state (S1) D+–A–. Through DFT calculations, we can
obtain the S0 density, and through TD-DFT calculations, we obtain the S1 density. The CT
indices calculated at the CPCM/TDCAM-B3LYP/6-31+G(d,p) in THF are listed in Table S2
and are represented graphically in Figure 10.

In general, larger intramolecular distances increase the efficacy of a DSSC. The charge-
transfer distance (D) values increase as follows: D5 (0.764 Å) < D2 (1.071 Å) < D9 (1.107 Å)
< D8 (1.305 Å) < D6 (1.956 Å) < D11 (2.930 Å) < D7 (3.308 Å). There is no clear correlation
between the resonance energies of π-aromatic cores and the spatial distance between the
ρ+ and ρ− regions associated with electronic excitation. In fact, the two cores with the
maximum and minimum resonance energies, i.e., D2 and D5, respectively, recorded the
lowest values of D. On the other hand, D7, with a phenanthrene core, recorded the largest
value of D.
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The amount of charge-transferred (q) values fall into small ranges, from 0.719 to
0.987 e, and increase as follows: D7 (0.719 e) < D6 (0. 0.754 e) < D9 (0.774 e) < D8 (0.780 e)
< D5 (0.804 e) < D11 (0.897 e) < D2 (0.987 e). Clearly, the dye with the largest charge
separation (D value) has the smallest amount of charge transfer (q value). The opposite is
true regarding the D2 dye, i.e., D2 recorded one of the smallest D values and the largest q
value. However, we cannot generalize the inverse relationship between the D and q values
for the other dyes.

For all investigated dyes, an overlap between the centroids along the axis of charge
transfer is expected, since the H index is ≫ D. Finally, the t index (quantify through-space
excitations in ICTs) should satisfy three important criteria: (i) it should be smaller than
1.6 to accurately account for the transition energy [54–56]; (ii) it should be positive, since
positive values of t are associated with a better separation between the areas of density
increment and depletion, and (iii) an increase in the t value occurs with a reduced overlap
between electron-donating and electron-accepting regions [57]. The recorded t values are all
less than 1.6 and are negative, evidencing regions of high and low electron density overlap
spatially [54,57]. The extent of overlap increases as the t values become more negative, and
this follows the following order: D7 (−3.123 Å) > D11 (−4.340 Å) > D6 (−4.535 Å) > D8
(−4.877 Å) > D5 (−5.338 Å) > D9 (−6.634 Å) > D2 (−6.716 Å). In D2 (with the largest ER),
a region of high and low electron density overlaps the most, while all the designed dyes
have a smaller overlap.

In conclusion, compared to the designed dyes and D2, the experimentally tested dye
showed the smallest D value and the largest q and t values, which were unbeneficial for
an effective ICT process. Thus, it is expected that the designed dyes will show better
ICT characteristics. However, no clear relationship was detected between the ER and CT
index values.

A visual illustration of ICT by mapping the electron density variation between S1 and
So is shown in Figure 10. In cyan, the electron density is decreased, while in blue, it is
increased. From Figure 11, the electron density of the π-linker, thiophane, and cyanoacrylic
acid units is highest for all dyes, whereas the electron density of the TPA unit is the lowest.
In other words, the electron density is the highest in units with a π-linker and acceptor and
the lowest in units with donors. Therefore, it can be concluded that during the electronic
transition So → S1, charges are transferred through the π-bridge from the donor to the
acceptor [45].
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3.1.6. Electron Injection and Dye Regeneration Free Energies

Charge injection into the CB, followed by dye regeneration, is highly dependent
on the difference between a dye’s excited state oxidation potential (ESOP = EDye*

) and
TiO2’s CB, and the optimal value of the free energy of electron injection

(
∆Ginj

)
is

≥0.2 eV [37,58,59]. Meanwhile, the optimal difference between a dye’s ground-state ox-
idation potential (GSOP = EDye) and an electrolyte’s redox couple, the free energy of a
dye regeneration, is ∆Greg ≥ 0.4 eV [37,58,59]. The values of the EDye, EDye*

, Eex, ∆Ginj,
and ∆Greg of the eight investigated dyes calculated in THF at CPCM/TDCAM-B3LYP/6-
31G(d,p) are listed in Table S3, and the values of ∆Ginj and ∆Greg are represented graphically
in Figure 12. The ∆Ginj values of the investigated dyes range from −0.504 to −0.791 eV
(≫0.2 eV, as required), and the ∆Greg values range from −1.436 to −1.582 eV (≫0.4 eV, as
required). Negative values of ∆Ginj indicate that a dye has sufficient driving force to ensure
electron injection into TiO2. According to Figure 11 and Table S3, all the designed dyes
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have greater ∆Ginj values than that of the D2 dye molecule, implying that the designed
dyes have a considerably increased electron injection driving force [30,48,60,61]. The ∆Ginj

values increase (become more negative) as follows: D2 (−0.504 eV) < D6 (−0.516 eV) < D8
(−0.518 eV) < D5 (−0.582 eV) < D10 (−0.724 eV) < D11 (−0.750 eV) < D9 (−0.764 eV) < D7
(−0.791 eV).
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It is necessary to have enough of ∆Greg to achieve efficient regeneration. The ∆Greg

values of the eight investigated dyes are all negative, indicating that the dye has sufficient
driving force to ensure a smooth dye regeneration process by the electrolyte. Also, the
designed dyes have greater ∆Greg values than that of the D2 dye molecule, implying
that the designed dyes can considerably improve the process of dye regeneration. An
exception is the D9 dye, which has a smaller ∆Greg value compared to that of the D2 dye.
Consequently, we conclude that the dyes designed in this study are promising candidates
for improving the photovoltaic properties of DSSCs.

3.2. Dyes After Adsorption on TiO2 Clusters

It has been reported in the literature that either periodic models or clusters of TiO2

can be used to model dye@TiO2-adsorbed systems. To achieve a successful simulation of
the optoelectronic properties of the adsorbed system with a low computational cost, small
clusters have been used [17,30,37,62]. This work considers the anatase (TiO2)6H3 cluster to
simulate dye@TiO2 complexes [63–65]. In this study, the dyes bind almost perpendicular
to the TiO2 surface. After deprotonating the hydrogen of -COOH, oxygen atoms are
attached to TiO2 clusters through a bidentate bridging mode [30,66,67]; therefore, the two
monomers in the adsorbed system will be connected by two Ti–O covalent bonds. These
two covalent bonds are designated as (Ti–O)1 and (Ti–O)1. The adsorption energies (Eads)
were calculated as follows:

Eads = Edye@TiO2 −
[
Edye + ETiO2

]
(2)

Edye@TiO2 is the energy of the optimized complex (dye@TiO2). Edye and ETiO2 are the
energies of the optimized dye and TiO2 cluster, respectively. Reliable adsorption energy
was obtained by adding hydrogen energies to the system.

It is safe to assume that stable adsorption occurs when the adsorption energy is
negative, see Table S4, and the data in Table S4 is illustrated graphically in Figure 13.
Table S5 lists the bond lengths of the two Ti–O bonds between the dye and TiO2 cluster.
Table S5 shows that the bond lengths of these two bonds in the eight investigated dyes are
very comparable and are approximately equal to ∼2 Å. They are in the range of 2.0377 to
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2.0652 Å. The obtained bond lengths are in the same range reported in other theoretical
works for other dye@TiO2-adsorbed systems [37,45,68]. Hence, a chemosorption type of
adsorption may occur in these adsorbed systems [45], and this conclusion is supported by
the reported values of adsorption energies, as we will see in the next paragraph.
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The adsorption energies of the eight investigated dyes fall in the range of −645.083
to −660.164 kJ/mol. Larger adsorption energies indicate a chemosorption mechanism. In
addition, larger adsorption energies are a sign of an increase in the electron transfer rate,
leading to enhanced photovoltaic performance. The designed dyes reordered higher ad-
sorption energies than the experimentally tested dye (D2). The D5@TiO2-adsorbed system
reported the highest negative adsorption energy (Eads = −660.164 kJ/mol) and thus the
most stable adsorbed system. The other adsorbed systems have larger (less negative) ad-
sorption energies by not less than 4.6 kJ/mol and not more than 15.1 kJ/mol. The adsorbed
systems can be arranged according to their increase in stability and decrease in their ad-
sorption energies as follows: D2@TiO2 (−645.083 kJ/mol) < D11@TiO2 (−647.627 kJ/mol) <
D9@TiO2 650.400 kJ/mol) < D10@TiO2 (−650.565 kJ/mol) < D8@TiO2 (−653.469 kJ/mol) <
D7@TiO2 (−653.671 kJ/mol) < D6@TiO2 (−655.582 kJ/mol) < D5@TiO2 (−660.164 kJ/mol).

3.2.1. Optical Properties

The TiO2 nanoparticle surface was modeled using a small cluster of Ti6O12H3. The
band gap (∆CB−VB) of this cluster is 4.561 eV larger than 3.2 eV [69], and the experimental
band gap of the TiO2 anatase is due to the difference in size. However, the S0 → S1 optical
gap was calculated to be 3.42 eV. The deviation (0.22 eV) is minor from the experimental
value [69]. On the other hand, the obtained band gap is very close to the reported values of
band gaps for other similar small clusters [30,37,45,62]. The HOMO–LUMO energy gaps
(∆L−H) of isolated dyes are larger than the energy gaps of their adsorbed systems. The
difference between the two datasets is not less than 0.081 eV nor more than 0.161 eV. This
trend indicates an enhancement in the charge transport properties upon adsorption [45].
The ∆L−H values of adsorbed systems show a decrease in the following order: D10@TiO2 >
D7@TiO2 > D8@TiO2 > D11@TiO2 > D5@TiO2 > D6@TiO2 > D2@TiO2 > D9@TiO2. Hence,
this is the order in which the charge-transfer ability increases. The shift of the CB of the
semiconductor (∆CB) when the dye is adsorbed can be expressed using the following
equation [70]:

∆CB =
q.µnormal.γ

ε0ε
(3)
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where q is the electron charge, γ is the surface concentration of the dye molecule, the
µnormal of a dye molecule isolated from a semiconductor surface has a dipole moment
perpendicular to its surface, and ε0 and ε represent the vacuum permittivity and dielectric
permittivity, respectively. On the other hand, the open-circuit voltage (Voc) can be calculated
according to the equation below [70]:

Voc =

(
ECB + ∆CB

q

)
+

(
kBT

q

)
ln
(

nCB

NCB

)
− RP

q
(4)

q is the unit charge, ECB is the conduction band edge of the semiconductor, kB is the
Boltzmann constant, T is the absolute temperature, nCB is the number of electrons in CB,
and NCB is the density of accessible states in CB. Therefore, different dipole moments are
anticipated to significantly affect the ∆CB of TiO2, which in turn will affect the value of
Voc. It has been reported that the higher the dipole moment (µnormal) of the adsorbed dye
pointing outward from the TiO2 surface, the larger the Voc [71]. The µnormal values of the
investigated dyes were calculated at the geometry of the dye adsorbed on TiO2, and they
are recorded in Table S6. Some of the designed dyes have larger µnormal values compared to
that of the D2 dye. The µnormal value of the D2 molecule is 9.963 Debye, and for D5, D6, and
D9, they are larger, by 0.158, 0.286, and 0.511 Debye, respectively. For the other designed
dyes (D7, D8, D10, and D11), their µnormal values are smaller than the D2 dye, by 0.572,
0.608, 0.435, and 0.267 Debye, respectively. Therefore, it is expected the three designed dyes
(D5, D6, and D9) with larger µnormal values will produce larger Voc values compared to
that of the D2 dye in a DSSC device. Of course, this is a general prediction, since other
factors are affecting the Voc values, such as the charge distribution at the TiO2 surface [70].

Alternatively, the ground-state dipole moments of the TiO2- and dye@TiO2-adsorbed
systems are also presented in Table S6. As we can see, the dipole moment of TiO2 is only
1.941 Debye, and after the adsorption process, the dipole moments of the dye@TiO2-adsorbed
systems are elevated to a great extent, ranging from 5.847 to 10.674 Debye. In addition, the
dipole moments of the three adsorbed systems, D5@, D6@, and D8@TiO2, are larger than
their isolated dyes, indicating an elevation in their charge transport properties [45].

Figure S4 represents the total density-of-states (TDOS) plots of the dye@TiO2-adsorbed
systems. We did not consider the partial DOS (PDOS) from each component in the
dye@TiO2 systems, i.e., dye and TiO2, because the PDOS of a dye is expected to have
a minor contribution to the TDOS [72,73]. The energy gaps (∆L−H) of dye@TiO2 fall in
a small region and decrease in the following order: D10@ TiO2 (4.053 eV) > D7@ TiO2

(4.000 eV) ≥ D8@ TiO2 (3.990 eV) > D5@ TiO2 (3.984 eV) > D11@ TiO2 (3.945 eV) > D6@
TiO2 (3.905 eV) > D2@TiO2 (3.883 eV) > D9@TiO2 (3.782 eV). This order indicates the order
of increasing ICT properties of the dye@TiO2 systems with respect to each other.

The electronic absorption spectra of the dyes on the TiO2 substrate were examined
using CPCM/TDCAM-B3LYP with 6-31+G(d,p) and LANL2DZ in THF. This study aims
to investigate the relationship between spectroscopic properties and solar energy con-
version efficiency. The UV-Vis absorption properties of the dye@TiO2 systems, such as
the maximum wavelengths/energies and their oscillation strengths, transition, transition
characters, and LHEs, are recorded in Table 5. A simulation of the absorption spectra is
shown in Figure S5. Upon adsorption, the two maximum wavelengths are shifted to longer
wavelengths (red-shift) for some dye@TiO2 systems and to shorter wavelengths (blue-shift)
for other dye@TiO2 systems compared to the values of their isolated dyes. However, in
all cases, the change (elongation or shortening) in the wavelengths is small and does not
exceed 13 nm/0.11 eV. Similar to the observed red-shift in wavelengths with increasing
π-linker resonance energies for isolated dyes, this trend is also evident in the values associ-
ated with adsorbed systems. The aromatic core of the D2 dye has the maximum resonance
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energy, showing maximum absorption wavelengths in the UV and Vis regions. The two
maximum wavelengths of all other designed systems are shorter. The changes in the
absorption spectra of the adsorbed dyes, including changes in intensity and shape, may
result from the aggregation of dye molecules at the TiO2 surface. This aggregation may
occur either through an H-type or a J-type aggregation, depending on the orientation of the
dye molecules.

Table 5. Computed absorption data of dye@TiO2 systems. Note: data on D2 dye were collected from
ref. [14].

Dye@TiO2
λcalc

abs
(in nm/eV)

f Transition Transition Character LHE

D2@TiO2 442.53/2.802 0.863 S0 → S9 H → L (51%) 0.863
357.25/3.471 0.726 S0 → S16 H−3 → L (45%) 0.812

D5@TiO2 415.65/2.983 1.9869 S0 → S10 H−2 → L (48%) 0.990
307.09/4.037 0.3834 S0 → S20 H → L (38%) 0.586

D6@TiO2 434.58/2.853 1.6115 S0 → S9 H → L (43%) 0.976
347.24/3.571 0.5086 S0 → S9 H−3 → L (41%) 0.690

D7@TiO2 415.73/2.982 1.5539 S0 → S10 H−2 → L (46%) 0.972
313.00/3.961 0.9301 S0 → S9 H → L (30%) 0.883

D8@TiO2 431.15/2.876 1.5860 S0 → S10 H−2 → L (47%) 0.974
315.21/3.933 0.4721 S0 → S19 H−2 → L+15 (28%) 0.663

D9@TiO2 409.02/3.031 1.0321 S0 → S11 H → L+3 (40%) 0.907
366.16/3.386 1.0507 S0 → S15 H−3 → L (33%) 0.911

D10@TiO2 410.60/3.020 1.2562 S0 → S10 H−2 → L (45%) 0.945
319.47/3.881 0.7682 S0 → S18 H−2 → L (35%) 0.829

D11@TiO2 397.18/3.122 1.4398 S0 → S13 H−1 → L+4 (35%) 0.964
365.14/3.396 0.4673 S0 → S19 H−3 → L (46%) 0.659

For efficient sensitization, it is required that the electron density of the highest occupied
molecular orbitals (HOMO, HOMO−1, and other adjacent HOMOs) be located on or nearby
the dye’s donor units, while that of the lowest unoccupied molecular orbitals (LUMO,
LUMO+1, and other adjacent LUMOs) be distributed on the acceptor units and be close to
the semiconductor moiety. In Table 5 and Figure 14, the density of charge of the dye@TiO2

clusters participating in the most important transitions is depicted. The major electronic
transitions are attributed to HOMO/HOMO−1/HOMO−2/H−3 and to LUMO/LUMO +
2/LUMO + 3 molecular orbitals.
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(in nm/eV) 𝐟 Transition Transition Character LHE 

D2@TiO2 442.53/2.802 0.863 S0 → S9 H → L (51%) 0.863 
 357.25/3.471 0.726 S0 → S16 H−3 → L (45%) 0.812 

D5@TiO2 415.65/2.983 1.9869 S0 → S10 H−2 → L (48%) 0.990 
 307.09/4.037 0.3834 S0 → S20 H → L (38%) 0.586 

D6@TiO2 434.58/2.853 1.6115 S0 → S9 H → L (43%) 0.976 
 347.24/3.571 0.5086 S0 → S9 H−3 → L (41%) 0.690 

D7@TiO2 415.73/2.982 1.5539 S0 → S10 H−2 → L (46%) 0.972 
 313.00/3.961 0.9301 S0 → S9 H → L (30%) 0.883 

D8@TiO2 431.15/2.876 1.5860 S0 → S10 H−2 → L (47%) 0.974 
 315.21/3.933 0.4721 S0 → S19 H−2 → L+15 (28%) 0.663 

D9@TiO2 409.02/3.031 1.0321 S0 → S11 H → L+3 (40%) 0.907 
 366.16/3.386 1.0507 S0 → S15 H−3 → L (33%) 0.911 

D10@TiO2 410.60/3.020 1.2562 S0 → S10 H−2 → L (45%) 0.945 
 319.47/3.881 0.7682 S0 → S18 H−2 → L (35%) 0.829 

D11@TiO2 397.18/3.122 1.4398 S0 → S13 H−1 → L+4 (35%) 0.964 
 365.14/3.396 0.4673 S0 → S19 H−3 → L (46%) 0.659 

For efficient sensitization, it is required that the electron density of the highest occu-
pied molecular orbitals (HOMO, HOMO−1, and other adjacent HOMOs) be located on or 
nearby the dye’s donor units, while that of the lowest unoccupied molecular orbitals 
(LUMO, LUMO+1, and other adjacent LUMOs) be distributed on the acceptor units and 
be close to the semiconductor moiety. In Table 5 and Figure 14, the density of charge of 
the dye@TiO2 clusters participating in the most important transitions is depicted. The ma-
jor electronic transitions are attributed to HOMO/HOMO−1/HOMO−2/H−3 and to 
LUMO/LUMO + 2/LUMO + 3 molecular orbitals. 
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designed dyes is that D2 exhibits negative potentials from the π-linker core, along with 
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potential. This observation may suggest a higher resonance energy of the anthanthrene 
core in D2 compared to the lower resonance energies associated with the cores of the de-
signed dyes. Nevertheless, the distinct distribution of these electronic potentials facilitates 
charge separation, enabling efficient ICT from the dye to the TiO2 during the photoexcita-
tion process. This, in turn, promotes effective charge injection. This conclusion can be con-
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involved in the most important transition (see Table 5).

In the D2@TiO2 system, the most important transitions are from H → L and H−3 →
L with 51 and 45% contributions, respectively [14]. An HOMO orbital is placed over an
anthanthrene core and TPA unit, while an HOMO-3 orbital is located over an anthanthrene
core and thiophene unit attached to a TiO2 cluster. LUMO orbitals are distributed on
thiophene units and cyanoacrylic anchors. Now, we will discuss the distributions of
HOMOs and LUMOs of the D5@TiO2 system as a representative example of the distribution
in other designed dyes. The most important transitions in the D5@TiO2 system are from
H−2 → L to H → L with 48 and 38% contributions, respectively. The H−2 orbital is located
over the whole skeleton of the D5 molecule except the two alkyl units and TiO2 cluster,
while the HOMO orbital is distributed mainly on the TPA unit. In contrast, the LUMO
orbital is delocalized on the thiophene unit attached to the TiO2 cluster.

With no exceptions, we can generalize the distribution of LUMO orbitals on the
thiophene unit (acceptor unit) and cyanoacrylic acid (anchoring group) attached to the
TiO2 cluster for all investigated dyes. On the other hand, for other LUMOs such as L + 3,
L + 4, and L + 15, the distribution is on the naphthacene core and thiophene unit of TiO2 in
D9@TiO2 and mainly on the perylene core and pyrene cores in D11@TiO2 and D8@TiO2

clusters, respectively. Also, we can generalize that the major transitions in all investigated
dyes involved a transition to LUMO orbitals. Also, we can say that the transitions occurred
from the HOMO in most systems. Exceptions are D8@TiO2 and D10@TiO2, where major
transitions were not involved the HOMO orbital but in other orbitals such as H-2 and H-3.
In conclusion, in all adsorbed systems, comprehensible ICT from HOMO to LUMO orbitals
was detected.

3.2.2. Maps of Molecular Electrostatic Potential and Electron Density Difference

The MESPs of the adsorbed systems of dye@TiO2 are presented in Figure S6. The
MESPs of D2 and the designed dyes (D5 to D11) are quite similar, as in the case of the
isolated dyes (see Section 4.2 in Additional Results and Discussion in SD). A key observa-
tion regarding the molecular electrostatic potential (MESP) of D2@TiO2 compared to the
designed dyes is that D2 exhibits negative potentials from the π-linker core, along with
the thiophene units. In contrast, the anchoring units (carboxylic group) and TiO2 clusters
display positive potentials.

Conversely, in the designed dyes, the negative potential is localized primarily in the
thiophene units, while the anchoring units and TiO2 clusters continue to exhibit positive
potential. This observation may suggest a higher resonance energy of the anthanthrene core
in D2 compared to the lower resonance energies associated with the cores of the designed
dyes. Nevertheless, the distinct distribution of these electronic potentials facilitates charge
separation, enabling efficient ICT from the dye to the TiO2 during the photoexcitation
process. This, in turn, promotes effective charge injection. This conclusion can be confirmed
by investigating the EDD maps of the adsorbed systems, see Figure 10, as follows. As we
can notice, the EDD maps of the adsorbed systems show an accumulation of charge only on
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the TiO2 clusters. Therefore, during the photoexcitation from the ground to the first excited
state, a complete CT occurs from the donor units through the π-linkers to the acceptor units,
and finally, the total charge is delocalized on the TiO2 clusters for all investigated systems.

3.2.3. Overall Performance of the Designed Dyes

Table 6 lists the most important properties (electronic and electrochemical parameters)
of the designed dyes, along with those of the D2 dye, in correlation with their structural
properties (core structures, resonance energies, and degree of planarity) to evaluate the
overall performance of these designed dyes.

Table 6. Electronic and electrochemical parameters represented the overall performance of the
designed isolated and adsorbed dyes in connection with their core structures, resonance energies,
and degree of planarity.

Dye Aromatic Core ER
(kJ/mol) MPP ∆L−H

(eV)
LHE
(%)

−∆Ginj
(eV)

−∆Greg
(eV)

λtot
(eV)

∆λ
(eV)

Eads
(kJ/mol)

D2 Anthracene 694 2.042 4.030 97 0.50 1.45 0.607 0.296 −645.08

D5 Naphthalene 255 1.940 4.099 99 0.58 1.58 0.582 0.288 −660.16

D6 Anthracene 347 1.939 4.012 96 0.52 1.52 0.576 0.286 −655.58

D7 Phenanthrene 381 1.485 4.161 96 0.79 1.56 0.590 0.303 −653.67

D8 Pyrene 456 1.806 4.115 97 0.52 1.58 0.595 0.286 −653.47

D9 Naphthacene 460 1.962 3.863 95 0.76 1.44 0.579 0.286 −650.40

D10 Chrysene 487 0.914 4.174 95 0.72 1.57 0.592 0.291 −650.57

D11 Perylene 529 0.707 4.048 94 0.75 1.55 0.596 0.310 −647.63

In comparison with the D2 dye, the designed dyes D6 and D9, with lower ER values
and a higher degree of planarity, show smaller ∆L−H values than the D2 dye, which
means easier electron excitation and longer absorption wavelengths. All dyes harvest light
efficiently within a range of 95–99%. In addition, the designed dyes (isolated and adsorbed)
absorb light at longer wavelengths as their resonance energies of the aromatic rings increase.
Obtaining the optimal values and negative values of ∆Greg (≥0.4 eV) and ∆Ginj (≫0.2 eV),
the designed dyes have greater ∆Ginj and ∆Greg (except D9) values than that of the D2
dye molecule. This implies that the new design of dyes improves the processes of dye
regeneration and electron injection.

The designed dyes show a favorable electron–hole transport (except D7 and D11) and
the total reorganization energy, and thus, recombination processes are rendered. Finally,
all dyes bind chemically to the TiO2 cluster, and the designed dyes show stronger adsorp-
tion with a red/blue shift in their light absorbance, indicating an aggregation of the dye
molecules at the TiO2 surface. Notably, D9, with a naphthacene core and moderate ER

(=460 kJ/mol), displayed balanced hole and electron hopping mobilities and a reduced
energy gap, leading to excellent charge-transfer properties.

4. Conclusions
This study examines the impact of cores with varying resonance energies on the

properties of anthanthrene-based dyes, utilizing DFT methods. An experimental validation
of the computational approach was achieved through testing one of the dyes (D2) in a
DSSC, which yielded good performance. The following conclusions were reached:
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• Although the designed dyes exhibit similar properties to D2 in energy-level alignment
and molecular electrostatic potentials (MESPs), D2 outperformed the others by its
higher HOMO energy.

• D6 and D9, with lower resonance energies and greater planarity than D2, show smaller
energy gaps, facilitating easier electron excitation and longer wavelength absorption.

• All designed dyes demonstrate high LHEs (95–99%).
• The designed dyes (isolated and adsorbed) absorb light at longer wavelengths due

to increased resonance energies of the aromatic rings, with most exhibiting greater
∆Ginj and ∆Greg values compared to D2, suggesting enhanced dye regeneration and
electron injection processes.

• Most of the designed dyes demonstrate favorable electron–hole transport properties,
reducing reorganization energy and mitigating recombination.

• All dyes bind chemically to the TiO2 cluster, with the designed dyes showing stronger
adsorption and red/blue shifts in absorbance spectra.

• D9, with a naphthacene core, shows moderate resonance energy, achieving balanced
mobilities and reduced energy gaps for excellent charge-transfer characteristics.

Notably, the relationship between ICT and resonance energy is not straightforward,
though the results highlight the importance of aromaticity in optimizing photovoltaic
performance. In conclusion, the newly designed dyes exhibit enhanced electronic and
electrochemical properties, making them promising candidates for use as photosensitizers
in dye-sensitized solar cells, with implications for optimizing aromatic bridges in molecular
photovoltaic applications.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/pr13020418/s1, Figure S1: Energy levels of FMOs of the π-cores
of D2, and D5 to D11 dyes; Figure S2: Left: NCI-RDG 2D scatter maps, and right: 3D colour-filled
RDG isosurfaces of investigated dye dimers at CPCM/M06-2x/6-31+G(d,p) in THF; Figure S3: Total
density of states (TDOS) plots of the adsorbed systems of dye@TiO2; Figure S4: Simulated absorption
spectra of dye@TiO2 systems in THF; Figure S5: MESPs of the eight investigated dyes in their isolated
and adsorbed (on TiO2) forms at iso-value 0.1 au; Figure S6: ELFs of dye molecules before and
after adsorption on TiO2; Figure S7: Dipole moments (µGS, µES and ∆µ) (in Debye) of D2, and
D5 to D11 dyes; Figure S8: LHE and η relationship of D2, and D5 to D11 dyes; Table S1: Hole,
electron, hole-electron, and total reorganization energies (λhole, λelec, ∆λ and λtot, respectively;
Table S2: Le Bahers’s CT indices included the charge transfer distance D, H, t (in Å), and the amount
of charge transferred q (in e) of the seven designed dyes along with those of D2 dye calculated at
the CPCM/TDCAM-B3LYP/6-31+G(d,p) in THF. Note: data for D10 dye not converged and not
included; Table S3: GSEO, ESOPs, EDye and EDye*, excitation energy Eex, and free energies of charge
injection and dye regeneration, ∆Ginj, ∆Greg, respectively, (in eV) of the isolated dyes calculated
at CPCM/TDCAM-B3LYP/6-31G(d,p) in THF; Table S4: Adsorption energies (in kJ/mol) and their
energy components (in Hartree) of the eight dye@TiO2 adsorbed systems. Note: data of D2 dye are
collected from ref. [17]; Table S5: Ti–O bond lengths of the dye@TiO2 adsorbed systems calculated at
CPCM/M06-2x with 6-31+G(d,p) and LANL2DZ in THF; Table S6: Energies of HOMOs, LUMOs of
isolated and adsorbed dyes, CB, and VB of TiO2, and their dipole moments (in Debye) calculated at
CPCM/M06-2x with 6-31+G(d,p) and LANL2DZ in THF; Table S7: Ground state, excited state, and
change dipole moments (µGS, µES, and ∆µ, respectively) in Debye; Table S8: Computed molecular
parameters of the eight investigated dyes.
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