
processes

Article

An Accurate Clinical Implication Assessment for
Diabetes Mellitus Prevalence Based on a Study
from Nigeria

Muhammad Noman Sohail 1,* , Ren Jiadong 1, Musa Uba Muhammad 1,
Sohaib Tahir Chauhdary 2, Jehangir Arshad 2 and Antony John Verghese 3

1 Department of Information Sciences and Technology, Yanshan University, Qinhuangdao 066000, China;
jdren@ysu.edu.cn (R.J.); musaubamuhammad@stumail.ysu.edu.cn (M.U.M.)

2 Department of Electrical and Computer Engineering, COMSATS University Islamabad, Islamabad 43600,
Pakistan; sohaibchauhdary@hotmail.com (S.T.C.); jehangir@cuisahiwal.edu.pk (J.A.)

3 Department of Management, American Hotel and Lodging Association, New York, NY 10006, USA;
antomatter@gmail.com

* Correspondence: mn.sohail@stumail.ysu.edu.cn; Tel.: +86-1503-237-0085

Received: 9 April 2019; Accepted: 10 May 2019; Published: 15 May 2019
����������
�������

Abstract: The increasing rate of diabetes is found across the planet. Therefore, the diagnosis
of pre-diabetes and diabetes is important in populations with extreme diabetes risk. In this
study, a machine learning technique was implemented over a data mining platform by employing
Rule classifiers (PART and Decision table) to measure the accuracy and logistic regression on
the classification results for forecasting the prevalence in diabetes mellitus patients suffering
simultaneously from other chronic disease symptoms. The real-life data was collected in Nigeria
between December 2017 and February 2019 by applying ten non-intrusive and easily available clinical
variables. The results disclosed that the Rule classifiers achieved a mean accuracy of 98.75%. The error
rate, precision, recall, F-measure, and Matthew’s correlation coefficient MCC were 0.02%, 0.98%, 0.98%,
0.98%, and 0.97%, respectively. The forecast decision, achieved by employing a set of 23 decision
rules (DR), indicates that age, gender, glucose level, and body mass are fundamental reasons for
diabetes, followed by work stress, diet, family diabetes history, physical exercise, and cardiovascular
stroke history. The study validated that the proposed set of DR is practical for quick screening of
diabetes mellitus patients at the initial stage without intrusive medical tests and was found to be
effective in the initial diagnosis of diabetes.

Keywords: data mining; cluster; clinical implications; diabetes; epidemiology; forecast; PART;
Decision table; Weka; real-life patients; regression; machine learning

1. Introduction

Diabetes mellitus (DM) is an exponentially growing disease across the developing countries of
the 21st century. Diabetes mellitus has now become a worldwide challenge and identified as the
risk factor of other chronic diseases such as hyperosmolar, diabetic ketoacidosis, and hyperglycemia
and, in extreme cases, death. Furthermore, diabetes also causes long-term complications, for instance,
cardiovascular disease, heart stroke, kidney failure, chronic ulcers, blindness, damage to the eyes,
and many more [1]. Williams wrote in his book “Williams textbook of Endocrinology” [2] that around
385 million people were affected with diabetes in 2013. If Diabetes mellitus is left untreated, this figure
can get higher; it can even lead to death. Around 425 million people had diabetes in the world by the
survey report of the International Diabetes Federation (IDF) in 2015 [3]. Also, the report indicates that
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382 million people around the globe are affected by diabetes in developing countries alone and Africa
has 4.9% from this ratio.

By the World Health Organization (WHO) [4], 321,100 deaths occurred in the African region due
to diabetes, out of which 79% of the population was under the age of 60; this is the maximum number
in any region of the world. The ratio of diabetes mellitus patients in rural and urban areas of Nigeria
varies from 0.67% to 12%, and this ratio has been estimated to more than double over the past two
decades [5]. According to the IDF report, the ratio of undiagnosed diabetic people in sub-Saharan
Africa (SSA) is estimated at 87%, out of which 8.7% in the male and 8.9% in the female population of
Nigeria. It is due to the lack of information and government resources [6]. In addition, the American
Diabetes Association (ADA) estimates that the prevalence was estimated in Nigeria as 20.01% in
both the male and female population [7]. Compared with the world population, the Nigerian health
organizations pointed out that the diabetes prevalence was 4.7% in 2010 and it was projected to be
5.8% by 2030 and even exceed 10% by 2040 [8]. However, this estimate comes from rural areas, and it
is expected to be more in urban slums.

In this study, the fundamental objective was to develop a quick and accurate prediction assessment
scheme by using easily observable clinical features to identify patients with a high risk of diabetes.
For this purpose, the machine learning Rule classifiers (projective adaptive response theory (PART)
and Decision table) were used on the Weka 3.9.2 platform for acquiring accuracy in classification
assumptions. Afterward, the logistic regression (LR) was utilized on the classification results to predict
and forecast patients with a high risk of diabetes. This research can be applied to diabetes mellitus
patients who cannot afford the expenses of the medical laboratory and specifically those in remote
areas or villages with low socioeconomic status and excessive epidemiological risk.

Correspondingly, the remaining paper is structured as follows: Section 2 explains the material
and methodology after the background description, Section 3 reviews the results, Section 4 discusses
the results and limitations, and Section 5 concludes the findings.

Background

Numerous authors work to develop appropriate disease prediction algorithms. For instance,
Lélis et al. applied seven classification techniques in a Brazilian investigation to make a diagnosis of
meningococcal meningitis and verified that the model is affordable and accurate [9]. Susanne et al.
proposed a mathematical model to forecast the prevalence of diabetes by using attributes of sex, age,
risk factor status, and T2DM (type 2 diabetes mellitus) status and found T2DM prevalence is projected
to increase by 43%, and the incidence is projected to increase 147% by 2050 in Qatar [10]. Choi et al.
applied support vector machine (SVM) and artificial neural network (ANN) to screen the pre-diabetes
of 9251 individuals and performed a systematic assessment of the models using external and internal
cross-validation and concluded that the results of the SVM method are better than the ANN [11]. Amir
et al. proposed a time series prediction model for the diagnosis of diabetes patients [12]. In addition,
Olivera et al. utilized machine learning algorithms from ELSA-Brazil and identified individuals with
the highest risk of undiagnosed diabetes from readily available clinical data [13]. Sohail et al. performed
the classification results on Weka by machine learning by utilizing the dataset of different diseases
and concluded the accuracy ratio of the decision tree (86%), the Bayesian network (90%), the naïve
Bayesian (76%), the fuzzy cognitive map (94%), and K-nearest neighbor (KNN) (94%) [14]. Parampreet
et al. applied a cloud-based framework with the help of sensor devices to initially screen patients for
the prediction of diabetes [15]. Further, Hassan et al. proposed a unified machine-learning framework
for diabetes predications in big data [16]. There is considerable interest in determining how different
classification techniques from machine learning can be utilized as disease prediction tools [17–21].
These tools have been used to diagnose diabetes [22], glaucoma [23], meningitis [24], coronary artery
disease [25], asthma [26], cancer [27], hypertension [28], heart arrhythmia [29], tuberculosis [30],
and other diseases [31,32].
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2. Material and Methods

2.1. Ethical Consents

The study was approved by the Natural Science Foundation of China Hebei province, the Yanshan
University ethics committee, and all experiments and simulation procedures conformed to the
Declaration of Helsinki. All participants provided written informed consent after having all procedures
explained to them both verbally and in writing.

2.2. Model Framework

Figure 1 shows the assessment framework used in this study for diabetes patient screening. The
assessments were performed in a total of six steps. Initially, the real-life diabetes mellitus data were
acquired and preprocessed for selection of appropriate attributes. Afterward, this data was utilized for
evaluation and assessment. Secondly, the updated plugins of two machine learning Rule classifiers
(PART and Decision table) were used on Weka version 3.9.2 “data mining platform” for classification
measurements and Rule assessment [33]. In addition, the logistic regression method was utilized on
the results of the machine learning classifiers to forecast the rule assessment.
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Figure 1. Assessment framework used in this study for clinical implication screening.

2.3. Data Collection and Explanation

The real-life diabetes mellitus data of 1257 patients from December 2017 to February 2019 were
acquired from four main hospitals across Nigeria and carefully examined. Figure 2 demonstrate the
collection flow of data gathered from four principal hospitals in Nigeria namely Abdullahi Wase
Specialist Hospital (22.75%), Ajingi General Hospital (22.04%), Federal Medical Center Birnin-Kudu
(26.81%), and Gaya General Hospital (28.40%) located in the northwestern region of Nigeria. The
data were collected through questionnaires, verbal interviews, and by consultation of the medical
specialist after the ethics committee of the institute where the research was carried out approved the
study protocols. The data collection flow of diabetes patients from the mentioned hospitals is shown
in Figure 2, and the number of patients in each hospital is shown in Figure 3.
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2.4. Attributes Selection

In our prediction assessment of diabetes mellitus prevalence, the data of 10 easily available
attributes/variables, namely age, gender, GLU (glucose level of the patient), BMI (body mass index of
the patient), HYP (hypertension status), HCD (history of cardiovascular disease), FDH (family history
of diabetes), PEX (physical exercise), STW (work stress status), and DIT (diet of the patient, healthy
and unhealthy). Out of 1257 records, 587 patient records were missing values in the body mass index,
glucose level, hypertension, cardiovascular disease, work stress status, family diabetes experience,
physical exercises, and diet lifestyles. Moreover, 389 records were removed from assessment dataset
because of missing values in pre-diabetes status. Therefore, 281 records with 10 variables were used in
the prediction analysis.

2.5. Attribute Parameters

The 10 features selected in this study were characterized as follows. Age and gender represented
demographic characteristics. A patient’s glucose level (mmol/L) has a relation with age and diet.
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Family history of diabetes was defined as any family member previously diagnosed by a physician as
diabetic or pre-diabetic (Yes = 1, No = 0). BMI was calculated as body weight divided by the square of
height in meters and BMI ≥ 25 was defined as overweight. History of cardiovascular disease or stroke
was defined as the patient having been previously diagnosed with coronary heart disease or stroke
by a surgeon (Yes = 1, No = 0). Physical exercise indicated whether the patient engaged in exercise
(Yes = 1, No = 0). Work stress was measured to the patient’s subjective impression (Yes = 1, No = 0).
Diet was measured as a balanced and unbalanced diet (Yes = 1, No = 0). HYP was defined in three
ways: first, a systolic BP (blood pressure) ≥140 mmHg; second, medication for BP control; and third,
diastolic BP ≥ 90 mmHg.

2.6. Data Mining Platform

Waikato Environment for Knowledge Analysis (Weka/v 3.9.2) was used for the preprocessing and
classification assessment of diabetes mellitus by updated plugins of the Kmean clustering algorithm
to assign the class to the dataset of 10 variables for testing as positive and negative status (positive
mean diabetes and negative mean normal status) [34]. The positive patients were declared as high in
diabetes status after assessment and negative as normal for the initial screening by proper forecast
assessment. The advantage of using Weka is the avoidance of overfitting and unnecessary complexity.

In addition, Rule algorithms (PART and Decision table) were adopted for accurate measurements.
Moreover, the logistic regression was utilized on the assessment of classification to forecast diabetes
prevalence for clinical implications.

After data preprocessing, the final dataset included 281 patient records with males and females
and 11 attributes. The population sampling included patients with diabetes mellitus status Type
1 (non-insulin dependent), Type 2 (insulin-dependent), and gestational diabetes. The 11 attributes
included 10 as input attributes and the one as the target attribute. The target attribute consisted of two
classes: one class obtained the diagnosis of diabetes tested positive and the second class was tested
negative by the Kmean finding within the clusters that are more related to each other at the significance
level of 0.05 [35].

Kmean is a typical distance-based cluster algorithm and its distance is measured on similarities.
The process steps of the Kmean are to measure the distance between each object and the centers of the
cluster by Equations (1)–(3), as follows:

S(t)
i =

{
∀ j, 1AjAkXp : ‖Xp −mt

i‖
2
≤ ‖Xp −mt

j‖
2
∀ j, 1 ≤ j ≤ k

}
∀ j, 1AjAk, (1)

mt+1
i =

1∣∣∣∣S(t)
i

∣∣∣∣
∑

x j∈S
(t)
i

X j, (2)

J =
∑k

j=1

∑n

i=1
‖ x( j)

i − c j ‖
2, (3)

where n is the number of data points in the i clusters, k is the number of cluster centers, and ‖ x( j)
i − c j ‖

represents the Euclidean distance between x( j)
i and c j. In addition, the Kmean clustering algorithm is

composed of the following steps.

(i) Place the K points into the considerable space as represented by the objects that are being clustered,
which indicate the initial group of centroids.

(ii) Properly assign each object to the group that undoubtedly possesses the most adjacent centroid.
(iii) After assigning all objects, recalculate the prominent position of the K centroid.
(iv) Repeat the second and third step until the centroids are not able to shift significantly more. This

efficiently produces the possible separation of group objects, which can accurately calculate the
matrix to be minimized by Equation (4).
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argminc j∈C dist(ci, x)2. (4)

2.7. Rules Classification

The machine learning algorithms PART and Decision table were utilized for the classification of
the dataset with a 10-fold cross-validation assessment. PART classifications are projected as discrete
rules to conquer the rule methods of any dataset and generate a rule set for a better understanding of
the decision list. In addition, PART works with a combination of C4.5 and Ripper [36]. The paramount
leaf in the rules assessment was generated by the fractional C4.5 decision tree repetitions. It compares
the data to the rules of each list, and vice versa, and assigns the items accordingly.

The decision table summarizes the testing dataset and compares it with the training dataset
generated. In addition, it classifies the unknown dataset samples by the Wrapper method, which
helps to reduce the unknown values and produce better results with higher accuracy and minimal
error rates [37]. The first attribute in the rule tree is the most informative node, which is measured by
Equations (5) and (6):

IA = E(D) −
∑k

i=1

|Di|

|D|
E(Di), (5)

E(X) = −
∑m

i=1

count(ci, x)
|x|

·log
count(ci, x)
|x|

. (6)

The parameter selected for the PART classifier was 100 as the batch size with false in binary splits
by a confidence interval of 0.25%. The number of objects was set as 2, decimal number places as 2, fold
number as 3, error pruning as false, and seeds value as 1. In addition, the parameters for the Decision
table were 100 as the batch size with a cross value was 1 and the number of decimal places was 2 with
the best first in search results.

2.8. Kappa Statistics

Kappa statistics have the consistency of frequent testing, which provides extended facts about
data collection in the research that is correct for variable measurements. It compares the model results
with the randomly generated classification. We adopted kappa stats measures based on values between
0 and 1 as in Equations (7)–(9) where the value 0 is invalid and 1 is the expected effect of the assessment.
Furthermore, kappa stats indicate the consistency of assessment.

K = [P(A) − P(E)]/[1− P(E)] (7)

P(A) = [(TP + TN)/N] (8)

P(E) = [(TP + FN) ∗ (TP + FP) ∗ (TN + FN)/N2 (9)

2.9. Logistic Regression Forecasting

Logistic regression was implemented on the classification outcomes with the primary objective
to define the initial screening for disease diagnosis and prediction [38]. In most cases, the variables
of the logistic regression work to solve the two-way binary classifications. It predicts the continuous
values to maintain the sensitivity in the numbers field where the values are 0 and 1. The value 1 is
assigned only if the value is greater than the threshold (value > threshold); otherwise, it will be 0.
Hence, the range of output works in the logistic regression is between 0 and 1 with the addition of the
sigmoid function layers measured by Equations (10)–(13):

P = α+ β1X1 + β2X2 + . . .+ βmXm, (10)

σ(x)
1

1 + e−x ∈ [0, 1], (11)
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Pr(Y = +1|X) ∼ β.X, (12)

Pr(Y = −1|X) = 1− Pr(Y = +1|X). (13)

It consists of a positive and a negative group of values. The variable X will be assigned to the β
coefficient values, which represent the weight. Y indicates the patients with diabetes. The variations
between the values X and Y occur on the basis of weight.

The parameters selected for the logistic regression forecast was 1 for a number of time units. The
confidence interval was set at 0.95%. The M5 method was chosen for attribute selection with a batch
size of 100, and the ridge was set as 1.0 E-8. After accurately setting up, it is easy to predict the outcome
of positive or negative. The sigmoid function σ(x) proposition is described as follows:

Proposition 1. A function f : (0,1)→ R is absolutely a monotone on (0,1) if and only if it possesses a
power series expansion with non-negative coefficients, converging for 0 < x < 1.

Proof. If (f ) function is completely monotone in (0,1), then the power series expansion of (f ) function
in (0,1) has to be alternating because (−1)k f k

≥ 0. On the other hand, consider an alternating power
series of function f (x) converging for all 0 < x < 1 and its derivatives by Equations (14)–(16):

f (x) = a0 − a1x + a2x2
− a3x3 . . . ai ≥ (0 < x < 1), (14)

(−1) f 1(x) = a1 − 2a2x + 3a3x3 + . . . , (15)

f 2(x) = 2a2 − 6a3x + . . . (16)

�

3. Results

A total of 281 diabetes patients were evaluated; 121 (43.06%) were male and 160 (56.93%) were
female. Among the 281 records, 256 (91.10%) were not dependent on insulin (Type 1), 14 (4.98%) were
Gestational, and 11 (3.91%) were insulin dependent (Type 2). Initially, the dataset was divided into a
20:80 ratio for conducting training and testing. After training the machine, a 10-fold cross-validation
technique was implemented on an experimental platform of Weka for better assessment of the
classification. The dataset was divided into 10 samples. Each sample was utilized as validation data
from the retention process, while the remaining nine samples served as the training data. This process
was performed 10 times. The advantage of this process is the reduction in the error ratio and bias
correlation by random sampling.

3.1. Measurements

Initially, the PART rule classifier was tested on the dataset to measure the classification accuracy
with the seed of random numbers selected for XVal. The percentage was 1, the confidence factor was
0.25%, the minimum number of objects was 2, and the number of folds was set to 3. After loop tests,
the average accuracy of the final result was 99.28%. Secondly, the same measurement was tested on the
Decision table rule classifier. The final result with an average accuracy of 98.22% was obtained in 0.77 s.
The subset value was 99.60%, and the average error was 0.03%. By employing the rule classification
(PART and Decision table), good predictive rules were obtained for the patient’s care. The outcomes in
the initial phase were the most appropriate with a mean accuracy of 98.75%; the error rate remained
at 0.02%.

The results obtained for the classification accuracy are presented in Table 1 along with the attribute
details and the clustering instances for the classification. It is comprised of three sections. The
first section discusses the details of the properties used for the Weka platform for assessment, with
281 patients describing their age limits by classification type and improving the evaluation of positive
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and negative tested weights. Additionally, it provides accurate information and average classification
accuracy for PART and Decision table rule classifiers, including kappa statistics, mean error, true
positive rate, false positive rate, accuracy, recall rate, F-measure, Matthew’s correlation curve (MCC).,
Receiver operating characteristics (ROC), Precision recall curve (PRC) area ratios, and the time it takes
for a prediction analysis [39,40].

Table 1. Diabetes type and the number of patients classified for the Rule assessment.

Diabetes Type Patients Age Weight
“0”

Missing
Values

Attributes
Class

(N = 281) T_N T_P

NID 256
>10 <87

256.0
11 87 194GTD 14 14.0

IND 11 11.0

Classification PART Rule % Decision Table Rule %

Total number of diabetes mellitus patients from age >10 and <87 (N = 281)

• From age ≤20 = 2 patients
• From age >20 and ≤40 = 58 patients
• From age >40 and ≤60 = 144 patients
• From age >60 and ≤80 = 76 patients
• From age >80 = 1 patient

Accuracy 99.28 98.22
Kappa statistics 0.98 0.96

Mean absolute error 0.01 0.03
True positive rate 0.99 0.98
False positive rate 0.01 0.01

Precision 0.99 0.98
Recall 0.99 0.98

F-Measure 0.99 0.98
MCC 0.98 0.96

ROC area 0.99 0.99
PRC area 0.99 0.99

Time taken to build the model 0.10 s 0.77 s
Average accuracy 99.28 98.22

Mean average accuracy 98.75%

Values
Counts

Ratio
Cluster by Class Cluster by Diabetes Type

(N’ = 281) T_N T_P NID GTD IND

0 138 49% 47 91 128 7 3
1 143 51% 40 103 128 7 8 1

1 NID = not insulin dependent; GTD = gestational diabetes patients; IND = insulin dependent; MCC = Matthew’s
correlation curve; ROC = Receiver operating characteristics; PRC = Precision recall curve; N = number of patients;
≥greater than; ≤less than; % = percentage value; T_N = tested negative; T_P = tested positive; Values = two clusters
0 and 1; N´ = total number of classified patients.

The details of the cluster instance, as shown in Figure 4, was tested and classified as
positive/negative. Out of 281 instances, 138 (49.11%) were classified as the 0 cluster instance, among
them 47 (16.72%) were tested as negative, and 91 (32.38%) were tested as positive. One hundred
and forty-three (50.88%) were classified as a cluster 1 instance from which 40 (14.23%) were tested
as negative and 103 (36.65%) were tested as positive. In the final assessment, 51% were classified as
positive and 49% instances as negative. The values of these classifications were used as input to the
regression prediction phase.
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Table 2. Twenty-three if-then rules achieved from the classification analysis.

Twenty-Three If-Then Rules Extracted from the Assessment Are:

Rule 1: IF the patient’s glucose level is (>101); THEN the patient is classified as tested
positive with diabetes.

Rule 2: IF the patient’s glucose level is (>72); THEN the patient is classified as tested
positive for diabetes, but the patient has to screen through the second stage test.

Rule 3:
IF the patient’s blood pressure is (≤100); THEN the patient is classified as tested
negative for diabetes but this case also depends on the glucose level of the patient,
which takes patients for screening of the second stage.

Rule 4:
IF the patient’s blood pressure is (<100); THEN the patient is classified as tested
negative for diabetes but the patient has to go through the second stage of
screening.

Rule 5: IF the patient’s (age ≤ 49) and (BMI ≤ 25) and the patient also has no diabetes in
their family history; THEN the patient is classified as tested negative for diabetes.

Rule 6:
IF the patient’s (age ≤ 34) and (BMI > 25) and the patient also has no diabetes in
their family history and patient’s diet is unbalanced; THEN the patient is
classified as tested negative for diabetes.

Rule 7:

IF the patient’s age is from (35 ≤ 49) and (BMI > 25) and the patient also has no
diabetes in their family history and the patient’s diet is unbalanced and the
patient is without physical exercise; THEN the patient is classified as tested
positive for diabetes.

Rule 8:

IF the patient’s age is from (35 ≤ 49) and (BMI > 25), and the patient also has no
diabetes in their family history, the patient’s diet is unbalanced, and the patient is
with physical exercise but has no history of cardiovascular disease; THEN the
patient is classified as tested negative for diabetes.

Rule 9:

IF the patient’s age is from (35 ≤ 49) and (BMI > 25), and the patient also has no
diabetes in their family history, the patient’s diet is unbalanced, and the patient is
with physical exercise but has no history of cardiovascular disease; THEN the
patient is classified as tested positive for diabetes.

Rule10:
IF the patient’s age is (≤49) and (BMI > 25), and the patient also has no diabetes in
their family history and the patient’s diet is balanced; THEN the patient is
classified as tested negative for diabetes.

Rule11: IF the patient’s age is (≤49) and (BMI ≤ 25), and the patient also has diabetes in
their family history; THEN the patient is classified as tested negative for diabetes.

Rule12: IF the patient’s age is (≤49) and (BMI > 25), and the patient also has diabetes in
their family history; THEN the patient is classified as tested positive for diabetes.

Rule13:
IF the patient’s age is (>49) and (BMI ≤ 25), and the patient also has a high work
stress but no diabetes in their family history; THEN the patient is classified as
tested negative for diabetes.

Rule14:
IF the patient’s age is (>49) and (BMI > 25), and the patient also has a high work
stress but no diabetes in their family history; THEN the patient is classified as
tested positive for diabetes.

Rule15:
IF the patient’s age is (>49) and the patient has a high work stress, and also has
diabetes in their family history; THEN the patient is classified as tested positive
for diabetes.

Rule16:
IF the patient’s age is (>49) and (BMI >25), and the patient’s work stress is low
and also has no diabetes in their family history but their diet is unbalanced;
THEN the patient is classified as tested positive for diabetes.

Rule17:
IF the patient’s age is (>49) and (BMI > 25), and the patient has no diabetes in
their family history and has a balanced diet; THEN the patient is classified as
tested negative for diabetes.

Rule18:
IF the patient’s age is (>49) and (BMI > 25), and the patient’s work stress is low
but they have diabetes in their family history; THEN the patient is classified as
tested positive for diabetes.
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Table 2. Cont.

Twenty-Three If-Then Rules Extracted from the Assessment Are:

Rule19:
IF the patient’s age is (>49) and (BMI ≤ 25), and the patient has a low or medium
work stress with hypertension and also their food is not balanced; THEN the
patient is classified as tested positive for diabetes.

Rule20:

IF the patient is male with age (>49) and (BMI ≤ 25), and the patient has a low or
medium work stress without hypertension and also their food is not balanced but
they have diabetes in their family history with cardiovascular disease; THEN the
patient is classified as tested positive for diabetes.

Rule21:

IF the patient is male with age (>49) and (BMI ≤ 25), and the patient has a low or
medium work stress without hypertension and their diet is not balanced, and
they have cardiovascular disease history in their family; THEN the patient is
classified as tested negative for diabetes.

Rule22:
IF the patient is female with age (>49) and (BMI ≤ 25), and the patient has a low
or medium work stress without hypertension and their diet is not balanced;
THEN the patient is classified as tested negative for diabetes.

Rule23:
IF the patient’s age is (>49) and (BMI ≤ 25), and the patient has a low or medium
work stress with balanced diet; THEN the patient is classified as tested negative
for diabetes.

The prediction assessment by logistic regression used in this study for clinical significance was
analyzed by the confidence interval of 0.95%. The patient features used were age, blood glucose, body
mass index, physical exercise, family history of diabetes, family cardiovascular history, and work stress
by the M5 method in regression. The results of the forecast prediction for diabetes mellitus patients
on the age feature show that patients up to 51 years could have a high death risk if the ratio of other
features include a glucose level of 120.45 mmol/L, BMI ≥ 23, physical exercise between 0.5 to 0.6, family
diabetes history of 0.6, cardiovascular stroke history of 0.61, and a work-stress ratio count of 1.08.

4. Discussion

In this study, a machine-learning technique was instigated on a data-mining platform with a
dataset of 281 patients suffering from diabetes. The data was collected only from Nigeria for the
assessment of diabetes mellitus prevalence by determining two rule classifiers (PART and Decision
tables) on 10 non-invasive and easily accessible medical attributes/variables. They include age (age of
the patient), gender (male and female), glucose level of the patient, body mass index of the patient,
hypertension, history of cardiovascular disease, family history of diabetes, physical exercise, stress of
work, and diet of the patient (healthy and unhealthy) to accurately measure diabetes mellitus ratio for
rapid and precise screening of patients suffering with diabetes mellitus status along with other chronic
disease symptoms.

Initially, during the assessment on the data mining platform (Weka), the dataset was divided into
two parts for training and testing in a 20:80 percent ratio. Twenty percent of the training data was used
to train the machine and assess the outcome. Whereas, 80 percent of the data was used for testing.
Furthermore, a complete dataset of 281 patients was analyzed on the experimental mode of Weka for
the final assessment of both classifiers together. The results of the Rule classification show the mean
accuracy of 98.75% with an error rate of 0.02%. In addition, the mean kappa stats were 0.97%, true
positive rate remained 0.97%, false positive rate 0.01%, precision 0.98%, recall 0.98%, F-matrix 0.98%,
MCC 0.97%, ROC area ratio 0.99%, and PRC area ratio 0.99%.

The outcomes of the non-invasive medical features used in this study indicate this assessment can
successfully help to predict the patients of diabetes and pre-diabetes without the need for preliminary
laboratory tests. In addition, the 23 rules generated during the assessment clearly show the main
features of individuals with diabetes. Therefore, this study raises the prediction that age is the
underlying and root variable, followed by a family history of diabetes, body mass index, gender,
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work stress, physical exercise, diet lifestyle, hypertension, and cardiovascular family history. These
implementations are useful for substantial epidemiological threats and low socioeconomic status
regions around the world, such as Africa and other developing states.

The key strength of this study is its use of a unique approach to both classifiers with logistic
regression assessment to identify and forecast diabetes mellitus prevalence. Moreover, the use of
realistic health records collected from the four principal hospitals in the developing country of Nigeria
where the prevalence proportion of diabetes in men and women is high and explicitly mentioned
in the literature study. Hence, patients with diabetes mellitus can be screened by 23 generated
rules. Diabetes mellitus can be controlled through organizing appropriate educational programs in
developing countries to govern the widespread growth of diabetes mellitus. This can help people
reduce the burden of health hitches through awareness-raising activities. The classification assessment
proposed in this paper was set to test other well-known machine learning algorithms by the same data
to evaluate and compare classification accuracy results. Table 3 and Figure 6 clearly show that PART
and Decision table rule classifiers have been successful in clinically meaningful research.

Table 3. The rule classification average precision is compared to other machine learning classifiers
based on the same dataset.

Method Accuracy% Mean%

PART rule 99.28
98.75%Decision table rule 98.22

MLP 73.82
Discrim 77.54
Logdisc 78.22

KNN 94.29
Logistic 85.35

BayesNet 74.76
NaïveBayes 76.35

Random Forest 76.66
LogitBoost 93.93

J48 98.17
SGD 76.62
SMO 77.26
ANN 89.84
RBF 75.71
FCM 94.78 1

1 It comprehensively compares the proposed classification results with the other machine learning classifiers on the
same dataset.
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Limitation

The dataset was divided into a 20:80 percentages. Initially, 20% was utilized for machine training
and 80% were used for testing. Furthermore, 100% with 281 instances were used in performing
experiments on Weka to achieve the mean accuracy of both classifiers. This assessment study holds
two limitations. One comprises a division of training and testing data for the meta-dataset and the
second is the time taken to test the metadata for classification. If the metadata is analyzed on the
same platform, the processing time can increase. However, it depends on the type of dataset used,
the number of seeds input, and the number of experiments performed for acquiring the desired results.

5. Conclusions

This study implements the machine learning rule classifiers (PART and Decision table) on a data
mining platform to identify possible diabetes and pre-diabetes in the initial clinical screening of a
patient through logistic regression forecast assessment analysis. Two hundred and eighty-one diabetes
mellitus patients have been analyzed with 10 easily available non-invasive medical features collected
from four main hospitals located in northwestern Nigeria. The classification assessment accuracy was
98.75% and it was achieved through a set of 23-decision screening rules that can successfully influence
accurate initial clinical screening of diabetes mellitus and pre-diabetes patients.

Additionally, the obtained Rules classified the most considerable risks and suggest that diabetes
prevention and education programs can be applied in targeted community interventions. The study
helps in the initial diagnosis of diabetes and reduces healthcare organization problems. Therefore,
such a study is found extremely significant for the states and regions with extreme epidemic risk ratios
and low socioeconomic status across the globe.
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Nomenclature

PART Projective adaptive response theory
F-measure Frequency matrix
CI Confidence interval
MCC Matthews’s correlation coefficient
DR Decision rules
DM Diabetes mellitus
T2DM Type 2 diabetes mellitus
GLU Glucose level
BMI Body mass index
HYP Hypertension
HCD History of cardiovascular disease
FDH Family diabetes history
PEX Physical exercise
STW Work stress
DIT Diet
LR Logistic regression
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