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Abstract: Exchange rate forecasting is a crucial but challenging task due to the uncertainty and
fuzziness of the associated data caused by complex influence factors. However, most traditional
forecasting methods ignore the ambiguity of the data itself. Thus, in this paper, a novel fuzzy time
series forecasting system based on a combined fuzzification strategy and an advanced optimization
algorithm was proposed for use in exchange rate forecasting, and was proven to have an excellent
ability to deal with the uncertainties and ambiguities in data. Concretely, the data “decomposition
and ensemble” strategy was applied to carry out the data preprocessing process. The combined fuzzi-
fication strategy was used in the fuzzification of the observed data, and the advanced optimization
algorithm was developed to determine the optimal parameters in the models. The analysis of this
experiment verified the effectiveness of the proposed forecasting system, which will benefit future
research and decision-making related to investments.

Keywords: exchange rate forecasting; fuzzy time series; combined fuzzification strategy; advanced
optimization algorithm

1. Introduction

The financial market is a core component of economic operation. A financial time
series is a time series of economic or financial indicators over time in the financial market.
The analysis of financial time series is one of the crucial components in the analysis of
the economic activities of an entire country. An exchange rate, a typical financial time
series, is a ratio of a country’s currency to other countries’ currencies, which is one of
the most commonly used financial instruments worldwide [1]. With the acceleration of
economic globalization and financial integration, the issue of exchange rate has become
a focus of concern for the international financial community. The process of changes in
exchange rates is complicated and is closely related to a country’s economic level, price
level, inflation rate, interest rate, and government intervention. A country’s exchange rate
not only has a huge impact on the international economy and financial markets but also has
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an important impact on socioeconomic parameters and everyday life [2]. Therefore, in order
to maintain sustained and stable economic growth, the correct prediction of exchange rates
is imperative, as this can not only help the state and foreign trade enterprises strengthen
management and avoid foreign exchange risks, but it is also a powerful supplement to the
foreign exchange market theory [3].

However, exchange rates are greatly influenced by factors such as financial markets
and national economies. Financial time series are always nonstationary, and high noise
and always has long-term unpredictability. Changes in exchange rate time series changes
are very complex, and the uncertainty and complexity of the exchange rate movement
trend have a vital impact on exchange rate forecasting. Forecasting of exchange rates is a
subject of wide interest to both academics and practitioners. In recent years, many studies
regarding exchange rate forecasting have achieved relatively satisfactory results and have
provided certain references for real financial markets.

The forecasting methods used with regard to exchange rates mainly include statistical
models [4–6], artificial intelligence [7–10], and a combination of these two methods [3].

From the statistical point of view, some mathematical models for use in forecast-
ing financial time series have been proposed. These models generally build statistical
mathematical models based on existing observational data in order to find the mapping re-
lationship between before and after time data in financial time series and use this mapping
relationship to make short-term forecasts. In financial time series, the most commonly used
statistical models include autoregressive integrated moving average (ARIMA), quantile
regression (QR), and autoregressive conditional heteroskedasticity (ARCH). Balcilar [11]
applied the QR model to forecast Bitcoin returns by Bitcoin trading volume. To improve the
generalization of the QR model and reduce the probability of “overfitting”, Bayer [12] pro-
posed a penalized QR model based on the L1-norm and L2-norm in the elastic network and
used the model to combine a series of value-at-risk forecasting sub models. The L1-norm
and L2-norm can be used to effectively avoid the multicollinearity problem among the
predicted values generated by sub models through coefficient compression and variable
selection. The empirical results showed that the penalized quantile regression model
outperforms the sub models and other benchmark models with higher forecasting accuracy.
Iqbal et al. [13] used ARIMA models to forecast inflation rates and establish the appropriate
model order based on the time series data. Zhang et al. [14] incorporated Taylor expansions
based on tracking differentiators into ARIMA models, which were shown to effectively
portray temporal correlation in time series. The empirical results based on future price
forecasting showed that the proposed model has a significant improvement in forecasting
accuracy relative to the benchmark model. You and Liu [15] applied the GARCH model in
order to forecast the daily bilateral US exchange rates versus six currencies. The introduc-
tion of monthly monetary fundamental volatilities was shown to significantly improve the
forecasting performance compared with the traditional time series volatility models.

However, these models often have restrictive statistical assumptions, such as normality,
stability, etc., which have limitations in application. This is because the actual market data
show that these assumptions have large deviations. Moreover, the financial time series
is a complex, random, uncertain, and nonlinear system. Obviously, it is not accurate
and objective to apply traditional statistical methods with many assumptions to forecast
exchange rate fluctuations. Therefore, statistical models are limited in their applications
to financial time series forecasting. At the same time, the volatility of exchange rates is
affected by a variety of factors; it is difficult to guarantee the forecasting accuracy.

With the rapid development of computer, data science, and artificial intelligence
technology, the artificial neural network and swarm intelligence algorithm has attracted
increasing attention. It does not require statistical assumptions on the data and mostly
uses metadata, which ensures the objectivity of the data. Moreover, because swarm
intelligence algorithms study and simulate group activities in the biological world, with
simple principles and good optimization effects, they are widely used in industrial control,
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natural sciences, and economics. Many studies have also tried to apply these theories to
financial time series forecasting.

Wang et al. [16] proposed a stock index forecasting model based on wavelet denoising
(WD) and the BP neural network (BPNN) and forecasted the monthly Shanghai Composite
Index from January 1993 to October 2009. Tickno [17] proposed a Bayesian regularized
artificial neural network (BRANN), which used the daily market prices of individual stocks
and financial indicators as inputs to the forecasting model. The model was computationally
efficient because it did not require data preprocessing, seasonal testing, and cycle analysis.
He et al. [18] proposed a deep belief network ensemble model with empirical mode
decomposition for use in the forecasting of exchange rates of USD against AUD, CAD,
CHF, and EUR. The proposed model demonstrated superior performance compared to that
of the ARMA-GARCH model. Henríquez and Kristjanpoller [3] combined the independent
component analysis and neural network models (ICA–NN) to forecast the exchange rate
volatilities of both RMB/USD and RMB/EUR. The results indicated that compared with
standard GARCH volatility models, the proposed forecasting model can better capture the
RMB internationalization effect.

However, the highly complex and strongly nonlinear nature of exchange rates in-
creases the difficulty of forecasting with time series. Traditional time series analysis assumes
that the observed value is generated by the actual value and random error, that is, the
uncertainty of the data is completely described by randomness, but the ambiguity of the
sample data itself is ignored. Due to the fact that financial time series, in particular ex-
change rate time series, are characterized by uncertainty and randomness, Zadeh proposed
a fuzzy set to provide a new research perspective with regard to financial time series. A
fuzzy time series has the superior ability to deal with the uncertainties and ambiguities
inherent in processing data collection. Compared with the artificial intelligent model and
traditional statistical methods, fuzzy time series do not require a large number of samples
for training, nor do they need a large number of hypothesis tests. Therefore, an increasing
number of scholars have applied fuzzy time series for use in forecasting actual problems
such as stocks and environment. An exchange rate is the result of a combination of fac-
tors, and the associated data are ambiguous. Thus, a novel fuzzy time series forecasting
system based on the hesitant fuzzy sets (HFSs) and improved chaotic electromagnetic
field optimization (ICEFO) algorithm was developed in this study for use in exchange
rate forecasting. Concretely, the complete ensemble empirical mode decomposition with
adaptive noise (CEEMDAN) was applied to weaken the effect of noise in the forecasting
process. Then, the hesitant fuzzy sets with multiple fuzzification methods were developed
to fuzzify the observed values. Otherwise, the ICEFO algorithm was applied to optimize
the parameters, namely the weights, to aggregate the hesitant fuzzy sets. Accordingly, the
main contributions and motivations of our study are summarized as follows:

(1) A novel fuzzy time series based on the hesitant fuzzy sets and advanced optimization
algorithm was developed for use in exchange rate forecasting. The experiments
verified the superior performance of the proposed forecasting system compared with
competitive models.

(2) A fuzzy time series was applied in the forecasting system to deal with uncertain and
fuzzy exchange rate data caused by complex influence factors.

(3) Hesitant fuzzy sets were developed to establish the multiple membership grade
obtained by different fuzzification methods to fuzzify time series data.

(4) An improved chaotic electromagnetic field optimization algorithm was developed to
determine the best aggregate weights for the hesitant fuzzy sets. Chaotic maps, a novel
way to create electromagnetic particles, were introduced into the electromagnetic field
optimization algorithm to improve the exploitation, convergence speed, and global
optimization ability.

The rest of the paper is organized as follows: Section 2 introduces the structure of
the forecasting system; Section 3 analyzes the experimental results; Section 4 discusses



Processes 2021, 9, 2204 4 of 13

the statistical test results and practical applications; Section 5 provides the conclusion of
the study.

2. Design of the Forecasting System

In our research, a novel hybrid forecasting system based on the HFSs and ICEFO
algorithm was designed for use in exchange rate forecasting.

2.1. Data Preprocessing Technique

The CEEMDAN method was applied to preprocess the original time series of the
exchange rate. The CEEMDAN method adaptively adds white noise to effectively solve
the mode mixing phenomenon of empirical mode decomposition (EMD) and overcome the
loss of completeness and reconstruction error of ensemble empirical mode decomposition
(EEMD) after adding white noise [19].

EMD uses the process of “sieving” to decompose signals. For any given signal, X(t),
the cubic spline curve is used to connect all the maximum points to obtain the upper
envelope and to connect all the minimum points to obtain the lower envelope. The
difference between the data, X(t), and the mean value of the upper and lower envelopes,
m1, is recorded as h1 = X(t)−m1. h1 is set as the new X(t) and the above steps are repeated
until h1 meets the IMF conditions. The eigenmode components of the first stage are filtered
out from the given signal.

The specific description of the algorithm is as follows.
(1) A standard normal distribution of white noise of a different amplitude, ωi(n), is

added to the given target signal; x(n), ωi(n) ∼ N(0, 1) is the Gaussian white noise. The
signal sequence of the i th experiment is constructed:

xi(n) = x(n) + γωi(n)(i = 1, 2, . . . , I) (1)

(2) In the first stage, EMD is applied to decompose the target signal to obtain the first
modal component:

IMF1(n) =
1
I

I

∑
i=1

IMFi
1(n) (2)

In the first stage, the residual signal is expressed as

r1(n) = x(n)− IMF1(n) (3)

(3) Ek(·) is the k-th IMF modal component of a given signal obtained by EMD.
The sequence r1(n) + γ1E1(ω

i(n)) is decomposed to obtain the IMF component of the
second stage:

IMF2(n) =
1
I

I

∑
i=1

E1

{
r1(n) + γ1E1(ω

i(n))
}

(4)

The second residual signal is

r2(n) = r1(n)− IMF2(n) (5)

(4) Therefore, the k-th residual component is given as

rk(n) = rk−1(n)− IMFk(n) (6)

Then, the k + 1-th IMF component is given as

IMFk+1(n) =
1
I

I

∑
i=1

E1

{
rk(n) + γkEk(ω

i(n))
}

(7)
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(5) Step (4) is repeated until the residual component cannot meet the EMD decom-
position condition or the iteration comes to an end. Then, the target signal, x(n), is
decomposed into

x(n) =
K

∑
k=1

IMFk(n) + R(n) (8)

R(n) is the final residual component, also known as the residual component.

2.2. Fuzzy Processing

In the fuzzy processing section of this study, some key concepts need to be introduced,
including fuzzy set, hesitant fuzzy set, and fuzzy times series.

Definition 1. Fuzzy set (FS).

Suppose that a given mapping µA : U → [0, 1] on the universe of discourse such that
x ∈ U → µA(x) ∈ [0, 1] , then it is said that a fuzzy subset of the universe of discourse is de-
termined, referred to as a fuzzy set. µA is the membership function. Generally, the fuzzy set
is expressed as A = fA(x1)/x1 + fA(x2)/x2 + · · ·+ fA(xn)/xn; { fA(xi)}(i = 1, 2, . . . , n)
is the membership function [20].

Definition 2. Fuzzy time series.

A new dynamic process composed of fuzzy sets is called a fuzzy time series. Let
Y(t)(t = 0, 1, 2, . . .) be a subset of the real number set, fi(t)(i = 1, 2, 3, . . .) is the fuzzy set
defined on the universe of discourse, and F(t) = { f1(t), f2(t), · · ·} is the fuzzy time series
defined on Y(t) [21].

Definition 3. Hesitant fuzzy set (HFS).

A hesitant fuzzy set was defined by Torra (2010) to consist of a set of elements and
corresponding degrees of membership. Based on the function h, the hesitant fuzzy set (H)
is defined by X, which is a subset of [0, 1] [22].

H = {〈x, h(x)〉|x ∈ X} (9)

For example, if set X = {x1, x2, x3} is the reference set and hH(x1) = {0.2, 0.3, 0.5},
hH(x2) = {0.2, 0.4, 0.6}, and hH(x3) = {0.2, 0.5} are the possible memberships, then the
HFS is expressed as H = {< x1, {0.2, 0.3, 0.5} >,< x2, {0.2, 0.4, 0.6} >, {< x3, {0.2, 0.5} >}.

The three main operation rules between two HFSs are as follows.

h1 ∪ h2 = {γ1 ∨ γ2|γ1 ∈ h1, γ2 ∈ h2} (10)

h1 ∩ h2 = {γ1 ∧ γ2|γ1 ∈ h1, γ2 ∈ h2} (11)

hc
1 = {1− γ|γ ∈ h1} (12)

Here, ∧ and ∨ are min and max operators.
Furthermore, in order to establish a fuzzy set that can be used for further calcula-

tions, the order-weighted average (OWA) operator is generally used to integrate hesitant
fuzzy elements.

Set Rn → R is the function with n variables, W = (w1, w2, · · · , wn) is the related

weight matrix, and
n
∑

j=1
wj = 1, wj ≥ 0, j = 1, 2, . . . , n. OWA(a1, a2, · · · , an) =

n
∑

j=1
wjbj,

bj is the n-th number in descending order of a1, a2, · · · , an. Then, OWA is named the n-
dimensional order-weighted average operator. OWA satisfies the condition that
min({a1, a2, · · · , an}) ≤ OWA({a1, a2, · · · , an}) ≤ max({a1, a2, · · · , an}), ∀a1, a2, · · · , an ∈
[0, 1].
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2.3. Forecasting Process

A fuzzy time series with a hesitant fuzzy set was applied to the forecasting process [23,24].
The detailed steps of the forecasting process as follows.

Step 1. The original data is preprocessed based on the decomposition and ensemble
strategy. Then, the universe of discourse is determined: U = [Xmin − σ, Xmax + σ]. Here,
Xmin and Xmax are the minimum and maximum of the data after preprocessing, respectively,
and σ is the variance of the data.

Step 2. The fuzzification of data mainly depends on the universe of discourse partition
and the membership function. The combined fuzzified method with the triangular mem-
bership function is applied to obtain the intervals and membership degree. The combined
fuzzified methods include equal width (EW) [25], information granularity (IG) [26], and
kernel fuzzy c-means clustering (KFCM) [27]. The triangular membership function is given
as follows:

fA(x, a, r, b) =


x−a
r−a a ≤ x < r
1 x = r
x−b
r−b r < x < b
0 others

(13)

In this study, a, r, b are the left end, midpoint, and right end of the intervals, respec-
tively. Then, the membership degree of the observations belongs to different subintervals
under three universe of discourse partition methods.

Step 3. The hesitant fuzzy set is constructed and the membership degrees of a certain
observation, x, are aggregated using three different methods. The hesitant fuzzy sets are
constructed as

H = {〈x, h(x)〉|x ∈ X} (14)

The hesitant fuzzy sets H = {h1, h2, · · · , hN} are aggregated by the order-weighted
average (OWA) operator to obtain the fuzzy set.

HA = {〈x, OWA(hH(x))〉|x ∈ X} (15)

OWA(hH(x)) =
n

∑
j=1

wjhH(x)j (16)

The ICEFO algorithm is used to determine the best weight w, in Equation (16) [28,29].
EFO is a population-based heuristic global optimization algorithm. Each solution vector
(electromagnetic particle) is represented by a group of electromagnets [28]. The detailed
steps can be summarized as follows:

1. Generate the initial population POP = [POP1, POP2, · · ·POPN ], namely the electro-
magnetic particles (EMPs), POPi = [p1

i , p2
i , · · · , pd

i , · · · pD
i ]; N is the population size

and D is the dimension of POPi. Then, calculate the fitness value, f (POPi), and sort
the particles according to f (POPi) values.

2. Divide the sorted particles into three groups:

P_area = (1, n× P_field)
N_area = (n× (1− N_field), n)
K_area = (n× P_field, n× (1− N_field))

(17)

where P_field is the positive field ratio and N_field is the negative field ratio. The
first group is a positive electromagnetic field, which is composed of electromagnetic
particles with the best fitness value, and these particles are positive; the second group
is a negative electromagnetic field, which is composed of electromagnetic particles
with the worst fitness value, and these particles are negative; the third group is a
neutral magnetic field, which consists of the remaining electromagnetic particles, and
the negative polarity of these particles is almost zero.
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3. Generate a random number, r1 ∈ (0, 1), compare it with the updated probability
Ps_rate, and determine the updated method for each dimension of the electromagnetic
particle. If r1 < Ps_rate, the electromagnet is obtained directly from the positive electric
field of the same dimension, that is

EMPnew
j = EMPP

j (18)

where d (d = 1, 2, . . . , D) is the dimension of the particle; P is a random integer of the
positive electromagnetic field and P∈P_area; EMPP

j is the jth electromagnet on an
electromagnetic particle randomly selected from the positive electromagnetic field.
If r1 ≥ Ps_rate, an electromagnet is randomly selected from the same dimension of
three electromagnetic fields with different polarities and brought into the following
updated equation to change the position.

EMPnew
j = EMPneutral

j + (ϕ× r)× (EMPpositive
j − EMPneutral

j )− r× (EMPnegative
j − EMPneutral

j ) (19)

where ϕ = (1+
√

5)/2 is the golden ratio, and r is the random number between 0 and
1 called the force of the electromagnetic particle. EMPnew

j is the new particle at the

jth dimension and EMPpositive
j , EMPneutral

j , and EMPnegative
j are the electromagnetic

particles from three field groups.
4. In order to prevent the algorithm from falling into the local optimum and to maintain

the diversity of the population, for some newly generated electromagnetic particles,
only the electromagnet in a certain dimension is replaced by a randomly generated
electromagnet. Generate a random number, r2∈(0, 1), and compare it with the mu-
tation probability R_rate. If r2 < R_rate, then one dimension of the new particle
is mutated.

5. Calculate the fitness value of the new electromagnetic particle and compare it with the
fitness value of the worst electromagnetic particle in the original population. Retain
the better N fitness and update the population.

6. According to the above process, the position of each particle is updated, and one
iteration of the EFO algorithm is completed. Stop the iteration when the requirement
is met.

The improved chaotic electromagnetic field optimization (ICEFO) algorithm is an
improvement of the EFO algorithm. One of the key components to the EFO algorithm is
the degree of chaos of the particles. The greater the degree of chaos, the stronger the search
power of the algorithm. In this paper, chaotic processing was performed on the position of
the initial electromagnetic particles, which disturbed the distribution of electromagnetic
particles and increased the unpredictability of the initial state of the system. The chaos
phenomenon refers to external complex behaviors due to internal randomness in a certain
system, which manifests as uncertainty, unrepeatability, and unpredictability. Among many
chaotic maps, the Logistic chaotic map is widely used because of its simple expression
and good random performance. A disadvantage of the Logistic map is that the chaotic
sequence is not uniformly distributed. Thus, in this paper, four chaotic maps (Logistic map,
Chebyshev map, Circle map, and Iterative chaotic map) are introduced [29].

Another improvement to the EFO algorithm is the way in which new particles are
generated. Four new particles generated by the four abovementioned chaotic maps are
compared, and the optimal particles are selected. Therefore, Equation (19) can be rewritten
as Equation (20).

EMPnew
j (k) = EMPneutral

j (k) + (ϕ× r(k))× (EMPpositive
j (k)− EMPneutral

j (k))−
r(k)× (EMPnegative

j (k)− EMPneutral
j (k)), k = 1, 2, 3, 4

(20)

where k denotes the number of chaotic maps and r(k) denotes the force of the particle
generated from the different chaotic maps.
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The EFO algorithm is improved with chaotic maps, and the method through which
new EMPs are generated is called the improved chaotic electromagnetic field optimization
(ICEFO) algorithm.

Based on the weight obtained by the ICEFO algorithm, the HFs are transformed into
FS. According to the aggregated FS, the observations are fuzzified by the principle of the
maximum membership degree.

Step 4. Establish the fuzzy logical relationship so that the fuzzy logical group is obtained.
∀ fi(t) ∈ F(t), ∃ fi(t− 1) ∈ F(t− 1) and Rij(t, t− 1), then f j(t) = fi(t− 1) ◦Rij(t, t− 1).

“◦” is the max–min operator, F(t) is only affected by F(t− 1), expressed as fi(t− 1)→ f j(t) .
R(t, t − 1) is called the fuzzy logical relationship (FLR) between F(t) and F(t − 1). Set
F(t− 1) = At−1 and F(t) = At; the relationship between F(t) and F(t− 1) can be expressed
as Ai → Aj . Ai is the left-hand side and Aj is the right-hand side; the FLR at the same
left-hand side can be grouped as the fuzzy logical relationship group (FLRG). For example,
{A1 → A2, A1 → A3, A1 → A3} can be grouped as {A1 → A2, A3}.

Step 5. Calculate the forecasting values. The fuzzy transition weight matrix (W_s) is
calculated based on the FLRG, and then, the centroid defuzzification method is applied to
calculate the final forecasting results. The forecasting result at time t (f (t)) is

f (t) = ∑
j

wsij·mi (21)

mi = m1
i w1

i + m2
i w2

i + m3
i w3

i (22)

where wsij is the element of the standardized fuzzy transition weight matrix (W_s); m1
i , m2

i ,
and m3

i are the midpoints of the ith subinterval under three partition methods; w1
i , w2

i , and
w3

i are the weights obtained by the ICEFO algorithm for the ith subinterval under three
partition methods.

3. Experimental Results Analysis and Discussion

In this section, the data, related processes, and results of the experiment are analyzed.

3.1. Data Description

In this study, both the USD/RMB and EURO/RMB exchange rates were subject
to experimental analysis. The dataset regarding the monthly USD/RMB exchange rate
covered the period from January 1994 to March 2020. The top 236 data were used to
establish the model, and the rest of the data were used to test the performance of the
forecasting system. The EURO/ RMB exchange rate sequence was analyzed from April
2002 to May 2020. The top 164 data were used to establish the model and the rest of the data
were used to test the performance of the forecasting system. The statistical description of
the different datasets is presented in Table 1. As shown in Figure 1, the time series fluctuate
in their complexity and strong nonlinearity, which increases the difficulty of forecasting
with time series. Thus, the accurate forecasting of exchange rates is challenging.

Table 1. Statistical description indicators of the exchange rate datasets.

Statistical Indicators Number Maximum Minimum Median Mean IQR Std.

USD/RMB
Total 315 8.710 6.100 7.740 7.458 1.625 0.871
Training 236 8.710 6.170 8.280 7.763 1.440 0.778
Testing 78 7.090 6.100 6.600 6.546 0.700 0.326

EURO/RMB
Total 218 11.080 6.630 8.435 8.761 2.040 1.168
Training 164 11.080 6.630 9.215 9.138 1.830 1.106
Testing 54 7.980 7.020 7.695 7.619 0.400 0.231
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3.2. Evaluation Criteria

To verify the forecasting performance of the proposed forecasting system for use in
exchange rate datasets, some statistical indicators, including mean absolute percentage
error (MAPE), root mean square error (RMSE), mean absolute error (MAE), index of
agreement of forecasting results (IA), and the variance of the forecasting error (VAR),
were used to evaluate the forecasting accuracy and stability of the different forecasting
methods [30]. All of the indicators were based on the forecasting errors; MAPE, RMSE,
MAE, and IA were used to measure the forecasting accuracy, while VAR was used to
measure the forecasting stability. The calculation formulae of the indicators are presented
in Table 2.

Table 2. Calculation formulae of the evaluation formulae.

Indicators Formula

MAE MAE = 1
N

N
∑

i=1
|yi − ŷi|

RMSE RMSE =

√
1
N ×

N
∑

i=1
(yi − ŷi)

2

MAPE MAPE = 1
N

N
∑

i=1

∣∣∣ yi−ŷi
yi

∣∣∣× 100%

IA IA = 1−
N
∑

i=1
(yi − ŷi)

2/
N
∑

i=1
(|yi − y|+ |yi + y|)2

VAR Var = E(ê− E(ê))2

3.3. Experimental Results Analysis

In our experiment’s design, some commonly used forecasting methods, including two
statistical models (ARIMA and DES), two artificial intelligent models (BP and ELM), and
an SVR model, were selected for comparison.

As presented in Table 3, under all of the five indicators, the proposed forecasting sys-
tem outperformed the other comparison models with regard to the two datasets. Regarding
forecasting accuracy, the MAPE values of the proposed forecasting system and the other
five methods were 0.7451%, 0.9971%, 1.2623%, 0.8045%, 0.8484%, and 0.9394%, respectively,
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for USD/RMB exchange rate forecasting. For the forecasting stability, the variance in the
forecasting errors of these methods was 0.0047, 0.0083, 0.0121, 0.0060, 0.0066, and 0.0083,
respectively. Except for the proposed forecasting system, the SVR model possessed the best
performance for both USD/RMB and EURO/RMB exchange rate forecasting. Otherwise,
the statistical models were all superior to the artificial intelligence methods with regard to
forecasting the two exchange rates. As is widely known, the performance of artificial intel-
ligence can be significantly affected by the size of the sample used for training. Thus, under
the restriction of the sample size, the statistical models may display better performance
than artificial intelligence. Take the USD/RMB exchange rate, for example; the forecasting
results and errors are depicted in Figure 2. The trend shown with regard to the forecasting
value is in accordance with the actual value in general. All of the errors are between −0.6
and 0.4, while the error of the proposed forecasting system is between −0.2 and 0.2.

Table 3. Evaluation indicators of the forecasting results obtained by different methods.

Exchange
Rate Indicators Proposed

Artificial Intelligence

SVR

Statistical Models

BP ELM ARIMA
(1,1,3) DES

USD/
RMB

MAPE
(%) 0.7451 0.9971 1.2623 0.8045 0.8484 0.9394

RMSE 0.0720 0.0907 0.1203 0.0819 0.0807 0.0904
MAE 0.0494 0.0663 0.0845 0.0536 0.0565 0.0624
IA 0.9873 0.9801 0.9626 0.9835 0.9848 0.9811
VAR 0.0047 0.0083 0.0121 0.0060 0.0066 0.0083

Exchange
Rate

Indicators Proposed
Artificial Intelligence

SVR

Statistical Models

BP ELM ARIMA
(5,1,3) DES

EURO/RMB

MAPE
(%) 0.8536 1.8282 1.5294 1.1451 1.1455 1.2083

RMSE 0.0865 0.1734 0.1500 0.1134 0.1026 0.1226
MAE 0.0648 0.1380 0.1166 0.0871 0.0870 0.0917
IA 0.9679 0.8974 0.9077 0.9438 0.9540 0.9394
VAR 0.0057 0.0179 0.0170 0.0080 0.0104 0.0153
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4. Discussion
4.1. Statistical Test

In the previous section, several indicators were used to evaluate the forecasting
performance. However, an individual indicator cannot verify the difference in performance
between the proposed forecasting system and the compared models. Thus, a statistical
test, namely the Diebold–Mariano (DM) test, was applied to test the forecasting accuracy
difference between the two competitive models [31].

The test results are presented in Table 4. Compared with the critical value under
different significant levels, most of the DM statistics are higher than Z0.01/2 = 2.58, and all of
the values are higher than Z0.1/2 = 1.64. Thus, under 1% significance level, the performance
of the proposed forecasting system is significantly different from the competitive models
in most cases, and under 10% significance level, the same conclusion can be found in all
cases. By combining these results with the evaluation results, it can be concluded that the
proposed forecasting system is evidently superior to the competitive models.

Table 4. DM test results of the proposed system and competitive models.

BP ELM SVM ARIMA GM DES

USD/RMB 3.2093 *** 3.6755 *** 2.4026 ** 1.7979 * 8.8995 *** 2.0312 **
EURO/RMB 5.0426 *** 3.3231 *** 3.3457 *** 1.9976 ** 5.0765 *** 2.7339 ***

Note: *** 1% significance level, ** 5% significance level, * 10% significance level.

4.2. The Practical Application of the Exchange Rate Forecasting

In 2016, RMB was officially included in the SDR currency basket, which greatly
increased the external attention paid toward RMB. The number of RMB investors in the
foreign exchange market increased, and the use of RMB in cross-border trade also increased
accordingly. The status of RMB in international settlement is becoming more and more
important, and the exchange rate fluctuation of RMB to foreign currency has become a
focus of investors’ attention.

The internationalization of the RMB means that the offshore RMB exchange rate is
largely determined by the market, but the offshore exchange rate risk will aggravate the
volatility of the onshore exchange rate, severely disrupt China’s financial market, and even
affect the profits of Chinese foreign trade companies. Therefore, the effective prediction of
and research into the RMB exchange rate will not only help the country and foreign trade
companies to strengthen management and avoid foreign exchange risks but will also be a
powerful supplement to the foreign exchange market theory.

Research regarding the prediction of the RMB exchange rate will mean trends of
exchange rates can be detected earlier and necessary measures regarding the impact on
future cash flow can be taken in advance to effectively avoid exchange rate risks. From a
long-term perspective, this will help the central bank to further improve the RMB exchange
rate market-oriented formation mechanism, allow the market to determine the exchange
rate, increase the flexibility of the RMB exchange rate in two directions, and ensure the
basic stability of the RMB exchange rate, so as to ensure that the exchange rate policy can
promote economic development.

As an important macroeconomic variable, exchange rates have crucial impacts on
macroeconomic operation under open conditions and the allocation of resources at the
microeconomic level. Accurate forecasts of exchange rates are of great significance for
future economic development and national investment decisions and also make important
contributions to the economic development of the specific country and the world.

5. Conclusions

The currency market is one of the most efficient and complex markets, which makes it
difficult to forecast future exchange rates. Some studies have developed several forecasting
models to predict exchange rates. However, most of the previously developed methods fail
to consider the ambiguities and uncertainties that time series present. In this paper, a novel
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fuzzy time series forecasting system based on a combined fuzzification strategy and the
advanced optimization algorithm was proposed for use in USD/RMB and EURO/RMB
exchange rate forecasting. The comparison experiments indicated that the proposed
forecasting system is superior to some traditional models and the statistical models display
better performance than artificial intelligence models. In addition, the statistical tests
verified that the proposed forecasting system has significant differences from the compared
models. Thus, the proposed forecasting system can provide a reference and basis for
market management and investment.
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