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Abstract: Optimal oxygen supply is vitally important for the cultivation of aerobically growing cells,
as it has a direct influence on cell growth and product formation. A process engineering parameter
directly related to oxygen supply is the volumetric oxygen mass transfer coefficient kLa. It is the
influences on kLa and computing time of different interfacial force and population balance models in
stirred bioreactors that have been evaluated in this study. For this investigation, the OpenFOAM 7
open-source toolbox was utilized. Firstly, the Euler–Euler model with a constant bubble diameter
was applied to a 2 L scale bioreactor to statistically examine the influence of different interfacial
models on the kLa value. It was shown that the kL model and the constant bubble diameter have
the greatest influence on the calculated kLa value. To eliminate the problem of a constant bubble
diameter and to take effects such as bubble breakup and coalescence into account, the Euler–Euler
model was coupled with population balance models (PBM). For this purpose, four coalescence and
five bubble breakup models were examined. Ultimately, it was established that, for all of the models
tested, coupling computational fluid dynamics (CFD) with PBM resulted in better agreement with
the experimental data than using the Euler–Euler model. However, it should be noted that the higher
accuracy of the PBM coupled models requires twice the computation time.

Keywords: bioreactor characterization; CFD simulation; drag force; interfacial force; kLa value; lift
force; multiphase modeling; numerical simulation; oxygen transfer rate; population balance model

1. Introduction

Due to the vast potential of biopharmaceuticals, the market is growing rapidly [1]. To
produce biopharmaceuticals, either cell cultures or microorganisms are used as production
hosts, which, among other things, has an impact on bioreactor design and oxygen consump-
tion [2]. As oxygen supply has a significant influence on cell growth and product yield,
manufacturers are very interested in establishing how to achieve an optimal oxygen supply
for specific organisms as early as the process development stage. The most commonly used
bioreactors in both process development and commercial production are stirred bioreactors
with forced aeration. Both computational fluid dynamics (CFD) and classical process
engineering approaches are used for optimization and scaling-up of stirred bioreactor
processes [3–6]. CFD is based on the laws of conservation of energy, mass, and momentum.
Multiphase systems, such as aerated bioreactors, pose a particular challenge in terms of
modeling, but they can be modeled with different degrees of abstraction. A promising
approach to modeling polydisperse systems is to couple CFD with population balance
models (PBM) [7]. This allows size distributions of gas bubbles that occur due to break-up
and coalescence to be modeled. The polydisperse approach makes it possible to model a
realistic oxygen supply in bioreactors. A process parameter that describes the efficiency of
the oxygen supply in a bioreactor is the volumetric oxygen mass transfer coefficient kLa.
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1.1. Oxygen Demand of Cells

Oxygen plays a central role in aerobic bioprocesses, as it is constantly required by the
cells for growth, maintenance, and other metabolic processes, such as product synthesis [8].
For example, Losen et al. [9] point out that in Escherichia coli, the expression of more than 200
genes depends on oxygen availability. The amount of oxygen required is characteristic for
each organism and can be described by the specific oxygen uptake rate qO2 . An overview
of different specific oxygen uptake rates can be found in [7,10]. Garcia-Ochoa and Gómez
were able to show that this rate can change in the course of cultivation, nevertheless, it is
typically assumed to be constant [11]. The specific oxygen consumption rate is influenced
by different factors, such as cultivation temperature, medium, carbon source, pH value,
and fluid mechanical stress [12–15]. To achieve targeted cell densities and product titers,
sufficient oxygen must be available. However, the addition of arbitrary amounts of air or
oxygen should be avoided, as the bursting of bubbles causes fluid mechanical stress, which
can irreversibly damage the cells [16]. Additionally, increased sparging may also influence
the pH value in buffered cell culture media, as it strips the solved carbon dioxide. Oxygen
input can be achieved using various techniques that include surface gassing, hollow stirrer
gassing, forced gassing, as well as external, bubble-free gassing [17,18]. Surface gassing is
only used in cell culture technologies with high surface-to-volume ratios (e.g., spinner or
shake flasks) or in wave-mixed bioreactors [19,20]. The most common method is forced
gassing through a sparger. To be able to vary gas bubble size distribution and the point of
entry, a variety of spargers exist, which are described in [21].

To avoid oxygen limitation, the amount of oxygen introduced into a reactor must
be greater or equal to the oxygen that is consumed by the cells [22]. The oxygen supply
capacity of a bioreactor can be described by the oxygen transfer rate (OTR), which is
the product of the kLa value and the difference between the concentrations of dissolved
oxygen at the gas–liquid interphase c∗O2

and the liquid phase cO2 (Equation (1)). The OTR
depends on the reactor geometry, the operating parameters, and the physical properties
of the fluid [23,24]. The volumetric oxygen mass transfer coefficient kLa is the product of
the liquid-side mass transfer coefficient kL and the specific interfacial area a. The specific
interfacial area corresponds to the surface area of all gas bubbles and the free liquid surface
per volume and can be calculated via the relative gas fraction α and the Sauter mean
diameter d32 (Equation (2)). A large number of empirical and dimensionless formulae
exist to describe the individual factors kL, a and kLa [23,25–28]. On the biological side, the
oxygen uptake rate (OUR) can be calculated as the product of cell concentration cx and the
specific oxygen uptake rate qO2 (Equation (3)). By combining OTR and OUR calculations, a
sufficient oxygen supply can be ensured.

OTR = kLa(c∗O2
− cO2) (1)

a =
Ag

V
=

6α

d32
(2)

OUR = cxqO2 (3)

1.2. Breakup and Coalescence

In forced aeration, gas bubbles rise from the sparger through the medium to the liquid
surface. The behavior of gas bubbles in the often turbulent flows is difficult to describe
precisely, as it is a very complex phenomenon. Gas bubbles are deformable, which affects
their specific surface area, they can break apart into two or more gas bubbles, or they can
coalesce [29]. Four different mechanisms of gas bubble breakage (turbulent fluctuations
and collisions, viscous shear stress, shearing-off processes and interfacial instability) are
described in the literature [7,30]. Liao and Lucas [30] provide an overview of different
breakup frequency models and daughter size distribution (DSD) models. In addition to
bubble–liquid interaction, bubble-bubble interaction is also involved in the process of
coalescence [31]. Three different theories describing the coalescence process are mentioned
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in the literature, with Lehr’s theory being the most recent [32–34]. An overview of different
coalescence models can be found in [35].

1.3. Population Balance Modeling

PBM, which is based on the population balance equation (PBE), can be used to de-
scribe the temporal and spatial development of a population [36–38]. As particles can be
described as individuals within a population, PBM is suitable for modeling gas bubble
size distributions in polydisperse gas-liquid systems, such as aerated bioreactors [39,40].
The PBE describes the change in the number density function (NDF) of one or more inner
coordinates. A distinction can be made between inner and outer coordinates, with space
and time considered as outer coordinates and the characteristics of an individual in the
population as inner coordinates. However, due to exponentially increasing computational
costs, typically only one inner coordinate is considered. In polydisperse gas-liquid systems,
this is the gas bubble diameter [41]. Different PBEs exist, which typically include accumu-
lation, convection, and diffusion terms for each spatial coordinate, as well as a source term
that accounts for the birth and death of individuals (Equation (4)) [42–44]. The source term
for gas bubble size distribution is calculated using the following four individual terms:
Death by coalescence Dcoal, Birth by coalescence Bcoal, Death by breakup Dbr, Birth by
breakup Bbr (Equations (5)–(8)). The differential equation and the four source terms cannot
be determined directly and have to be closed using the coalescence and breakup model
described in Section 1.2 [45]. Different approaches can be used to solve the PBE, and the
most frequently used algorithms can be found in [39,46]. These approaches can then be
coupled with CFD [43]. The most commonly used method is the method of moments
(MOM) and its various modifications. The fixed pivot method, which belongs to the class
method, is also frequently used and is the standard method in OpenFOAM 7. In the class
method, the continuous NDF is approximated by a discrete distribution. The number of
classes has a direct influence on accuracy and must be defined manually, just like the class
size. The discretised function of the NDF for breakup and coalescence can be represented
and solved according to Equations (9) and (10) [47].

∂n(Vb, t)
∂t

+∇[~vbn(Vb, t)] = Bcoal − Dcoal + Bbr − Dbr (4)

Bcoal =
1
2

∫ Vb

0
n(Vb −V′b , t)n(V′b , t)a(Vb −V′b , Vb)dV′b (5)

Dcoal =
∫ inf

0
n(Vb, t)n(V′b , t)a(Vb, V′b)dV′b (6)

Bbr =
∫ inf

0
β(Vb, V′b)Γ(V

′
b)n(V

′
b , t)dV′b (7)

Dbr = Γ(Vb)n(Vb, t) (8)

dNi(t)
dt

=
j≥k

∑
j,k

xi−1≤(xj+xk)≤xi+1

(
1− 1

2
δj,k

)
ηQj,k Nj(t)Nk(t)− Ni(t)

M

∑
k=1

Qi,k Nk(t)

+
M

∑
k=i

ni,kΓk Nk(t)− Γi Ni(t)

(9)

η =

{ xi+1−Vb
xi+1−xi

, if xi ≤ Vb ≤ xi+1
Vb−xi−1
xi−xi−1

, otherwise
(10)

1.4. Computational Fluid Dynamics

Models and methods used for continuous and disperse multiphase systems and their
numerical solution are summarised in [7]. The segment, marker-and-cell, level set, and
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volume of fluid (VOF) methods are suitable for surface aerated bioreactors, although only
the latter is of practical relevance. To solve the balance equations, a type of mixed fluid is
assumed for this method.

For dispersing systems, the Euler–Euler and Euler–Lagrange methods are widely used [48].
In the Euler–Euler method, a mixed fluid is no longer used. Instead the balance equations are
solved individually for each fluid and are coupled via the phase fraction (Equation (11)) [3].
This implies that the equations have to be solved iteratively for the different fluids. The
continuity equations without phase transition for two fluids correspond to Equation (12).
If the phase transition is to be taken into account, the volume-related mass flow would
have to be considered on the right-hand side of the equation. The momentum equation for
two fluids without phase transition is shown in Equation (13) [49]. FI corresponds to the
sum of the volume-related interfacial forces [50]. The forces acting from the gas phase on
the liquid phase are equal to the forces acting from the liquid phase on the gas phase (with
reversed sign).

Momentum transfer is mainly caused by drag force (Equation (14)) [51–54]. Other
forces are lift force [55,56] (Equation (15)), virtual mass force [52,56–58] (Equation (16)), wall
lubrication force (Equation (17)) [59–61], turbulent dispersion force (Equation (18)) [62–66],
basset force [67] and Brownian force [68]. A detailed description of these interfacial forces
can be found in [7].

∑ αi = 1 ∀αi, {αi|0 ≤ αi ≤ 1} (11)

∂(αiρi)

∂t
+∇(αiρi~vi) = 0 (12)

∂(αiρi~vi)

∂t
+∇(αiρi~vi~vi) = −∇(αiτi)− αi∇p + αiρig + FI,i (13)

~FD = CD
1
2

ρl
d2

bπ

4
(∆~v)|∆~v| (14)

~FL = CLαgρl∆~v× (∇×~vl) (15)

~FVM = −αgρlCVM

(
∂

∂τ
∆~v + (~vg · ∇)∆~v

)
(16)

~FWL = −CWLrGρL|~vrel − (~vrel~nW)~nW |2~nW (17)

~FTD = −CTDρlkl∇α (18)

2. Materials and Methods

The laboratory-scale case study experiments were performed using a 3 L HyPerformaTM

glass bioreactor with 2 L working volume from Thermo Fisher Scientific, San José, USA
(Figure 1). A pitched four-blade stirrer with a 45° angle (diameter 50 mm) was used together
with an open pipe sparger (inner diameter 6 mm). The Euler–Euler model with and without
PBM was applied for the CFD simulations. Validation of CFD simulations was performed
using kLa measurements.
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Figure 1. Modified HyPerformaTM glass bioreactor with a pitched four-blade stirrer used for kLa
measurements and CFD simulations. (a) Technical drawing; (b) 3D rendered bioreactor.

2.1. CFD Simulations

The geometry used in this study was drawn with Autodesk® Inventor® Professional
2020.2 (Autodesk, Inc., San Rafael, USA) [69]. Mesh generation was carried out in two
steps, both of which was performed using OpenFOAM 7 [70]. The background mesh
was created with the blockMesh application. Emphasis was placed on creating regular
hexahedrons and thus a mesh that is as orthogonal as possible. Using the surfaceFeatures
application, the required features were extracted from the respective geometry files that are
used to generate the mesh using the octree algorithm (snappyHexMesh). The mesh quality
was checked using the checkMesh application, with higher mesh quality requirements than
the default OpenFOAM 7 settings. The reason for the higher mesh quality is that the
two solvers used, twoPhaseEulerFoam and reactingTwoPhaseEulerFoam, are prone to poor
mesh quality. After successfully checking the mesh quality, the mesh was renumbered to
reduce the bandwidth (renumberMesh). A special feature of stirred bioreactors is that part
of the geometry rotates. To consider the stirrer movement, the moving reference frame
(MRF) approach was used for all of the simulations. In the MRF zone, the conservation
equations were solved in a rotating reference frame involving Coriolis and centrifugal
forces. For all two-phase simulations, the PIMPLE algorithm for pressure-velocity coupling
was used [71]. For the transient calculation, an adaptive time step size was used, with a
maximum Courant–Friedrichs–Lewy-number (CFL-number) of 0.5 in each case [72]. The
Gauss linear method was generally used for discretization. For all simulations in the
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turbulent range, turbulence was modeled using the Reynolds-averaged Navier–Stokes
(RANS) approach. The standard k-ε model of Launder and Spalding [73], which is the
most commonly used in the industry, was applied (Equations (19) and (20)) [74]. The
physical properties listed in Table 1 were taken for all of the simulations. The boundary
conditions are listed in the Appendix A Table A1.

Table 1. Physical properties for all CFD simulations based on [75].

Water

Property Value

Density ρw 997.05 kg m−3

Kinematic viscosity νw 0.8927 · 10−6 m2 s−1

Molecular weight mw 18 u
Prandtl number Prw 6.13
Rheology model Newtonian fluid
Specific heat capacity cpw 4182 J kg−1 K−1

Temperature Tw 298.15 K

Air

Property Value

Density ρa 1.1839 kg m−3

Kinematic viscosity νa 1.579 · 10−9 m2 s−1

Molecular weight ma 28.9 u
Prandtl number Pra 0.707
Rheology model Newtonian fluid
Specific heat capacity cpa 1007 J kg−1 K−1

Temperature Ta 298.15 K

General

Property Value

Atmospheric pressure patm 101.325 Pa
Gravitational acceleration g −9.81 m s−2

Surface tension σw,a 0.071968 N m−1

To scrutinize the interfacial force models, the standard Euler–Euler model was selected,
with the twoPhaseEulerFoam The OpenFOAM solver being utilized for this purpose. The
interfacial force models examined are listed in Table 2.

The constant bubble diameter, with an aspect ratio of 1, was varied for the different
investigations. For the coupling of CFD with PBM, the reactingTwoPhaseEulerFoam solver
was used, and the class method applied. The number of classes and the associated initial
gas bubble size distribution were varied for the studies. The coalescence and breakup
models used and compared are listed in Table 2.

∂(αiρik)
∂t

+∇(αiρi~vik) = −∇
(

αi
µt,i

σk
∇k
)
+ αi(τi : ∇~vi − ρiε) (19)

∂(αiρiε)

∂t
+∇(αiρi~viε) = −∇

(
αi

µt,i

σε
∇ε

)
+ αi

(
Cε,1

ε

k
(τi : ∇~vi)− Cε,2ρi

ε2

k

)
(20)
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Table 2. Examined interfacial force, breakup and coalescence models.

Interfacial Force Models

Interfacial Force Coefficient Model

Drag

Schiller and Naumann [76]
Schiller and Naumann with swarm correction [76]
Ergun [77]
Ishii and Zuber [78]
Tomiyama correlated [79]
Gidaspow, Ergun, Wen, and Yu [80]

Lift

Tomiyama [81]
Legendre and Magnaudet [82]
Constant lift coefficient CL = 0.5
Neglecting the lift force CL = 0

Virtual mass
Lamb [83]
Constant virtual mass coefficient CVM = 0.5
Neglecting the virtual mass force CVM = 0

Turbulent dispersion Gosman [64]
Neglecting the turbulent dispersion force CTD = 0

Breakup and coalescence models

Phenomenon Model

Breakup

Exponential kernel
Laakkonen, Alopaeus, and Aittamaa with DSD [84]
Laakkonen, Alopaeus, and Aittamaa without DSD [84]
Lehr, Millies, and Mewes [32]
Luo and Svendsen [85]

Coalescence

Coulaloglou and Tavlarides [86]
Luo [87]
Prince and Blanch [88]
Lehr, Millies, and Mewes [32]

The high-performance computing (HPC) system at the ZHAW was used to parallelize
the calculations on up to 32 physical cores. The HPC system consists of a total of 880
physical central processing units (CPU) with a total of 4.75 TB RAM (HPE ProLiant XL230k
Gen. 10 HPC servers with Xeon-Gold 6142). An enhanced data rate InfiniBandTM interface
is available to manage the high data transfer for parallel computing. The interface allows a
data throughput of up to 100 Gb s−1 and a latency of 0.61 µs. A Linux CentOS 7 operating
system (release 7.5.1804) was installed on the cluster. All fluid dynamics simulations were
performed using the OpenFOAM 7 open-source C++ toolbox (OpenFOAM Foundation
version). The calculation on the HPC system used, Open MPI 3.1.3 [89] (The Open MPI
Project), as recommended by the OpenFOAM foundation for parallelization. Slurm 17.11.8
(SchedMD LLC) was used to manage the jobs on the HPC system [90]. Post-processing of
the simulations was performed with Paraview 5.4.1 [91] and Python® 3.8.0 [92].

2.2. Richardson Extrapolation

A widely used method to estimate the discretization error of the mesh is the Richard-
son extrapolation [93–95]. Simulations are performed with at least three meshes of different
refinements that are already so fine that asymptotic convergence can be assumed. Asymp-
totic convergence can be assumed if the pointwise error for each grid cell j can be described
according to Equations (21) and (22) [96], where κ is a cell-specific constant. The discreti-
sation error εD for the individual meshes can then be estimated with Equations (23)–(27),
where the three meshes with descending mesh numbers correspond to the indices 1,2
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and 3. It should be noted that for the mesh study, the CFL-number was kept constant
for all meshes [3], with CFL-numbers of 0.5 chosen for all of the meshes. The goal of
the mesh study was to select a computational mesh that causes as small a discretization
error as possible and results in economic computing time (as computing time increases
exponentially as mesh size increases).

Ej(x) = k j(x, hj)h
p
j (21)

k j(x, hj) = κj +O(hj) (22)

r1,2 =

(
N1

N2

)1/D
(23)

p =

∣∣∣∣∣ln(∣∣∣ f3− f2
f2− f1

∣∣∣)+ ln

(
rp

1,2−1·sgn
(

f3− f2
f2− f1

)
rp

2,3−1·sgn
(

f3− f2
f2− f1

)
)∣∣∣∣∣

ln(r1,2)
(24)

εD,1,2 ≈

∣∣∣ f1− f2
f1

∣∣∣
rp

1,2 − 1
(25)

εD,2,3 ≈

∣∣∣ f2− f3
f2

∣∣∣
rp

2,3 − 1
(26)

εD,3,2 ≈

∣∣∣ f2− f3
f2

∣∣∣rp
2,3

rp
2,3 − 1

(27)

2.3. Statistical Analysis

To determine whether an interface, a coalescent, or a breakup model has a statis-
tically significant influence on the calculation of the kLa value, an analysis of variance
(ANOVA) was performed. To perform a one-way ANOVA, both the normal distribution of
the residuals and homoscedasticity must be ensured [97]. Using Shapiro–Wilk tests and
quantile-quantile plots, the residuals were tested for a normal distribution (α = 0.05) [98].
If the H0 hypothesis of a normal distribution had to be rejected, a Box–Cox transfor-
mation was carried out and a normal distribution of the residuals was achieved [99]
(Equation (28)). Homoscedasticity was tested according to Bartlett [100], Levene [101] and
Fligner-Killeen [102]. If the H0 hypothesis of homoscedasticity (α = 0.05) had to be re-
jected, the non-parametric Kruskal–Wallis test was used for the analysis of variance, which
has a lower power, but does not depend on the normal distribution of the residuals and
homoscedasticity [103]. As ANOVA and the Kruskal–Wallis test only provide a statistical
statement about all mean values, post-hoc analysis was also carried out in each case. With
the help of post-hoc analysis, the mean kLa values can be compared pairwise. For this
purpose, post-hoc analysis according to Conover [104] was used, which is also parameter-
free and performs multiple comparisons using rank sums. To counteract the problem
of multiple comparisons, the p values were adjusted according to the Bonferroni–Holm
method [105].

Y(λ)
t =


(Yt + c)λ − 1

λ
if λ 6= 0

ln(Yt + c) if λ = 0
(28)

2.4. Validation

To validate the CFD results, the kLa value was determined experimentally. The gassing-
out method according to the recommendation from the DECHEMA expert group for single-
use technology was used [106]. The following points were changed from the guidelines:
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a temperature of 298.15 K was set, as in the simulations, and ultrapure water with a
conductivity of 0.055 µS cm−1 was used instead of phosphate-buffered saline. To perform
the measurement, nitrogen was injected into the bioreactor via the sparger for gassing-out,
followed by air gassing. The kLa value was determined for an oxygen saturation range of
10–90%. The base case was measured at a stirrer speed of 600 rpm and an aeration rate of
0.5 vvm, resulting in a kLa value of (11.1± 0.2) h−1, which served as a reference value for
the subsequent CFD simulations. The measurements were performed eight times, using a
POF-L2-5-OIM-L215 (polymer optical fiber) oxygen sensor from PreSens Precision Sensing
GmbH (Regensburg, Germany). The stirrer was printed of polylactic acid using the fused
filament fabrication process (Ultimaker S5, Ultimaker B.V., Utrecht, The Netherlands).

3. Results and Discussion

The investigations focus mainly on the statistical evaluation of the kLa values achieved
by the different models and their required computing time. To examine the influence of
different interfacial force models, the classical Euler–Euler model was used in the first step
after the mesh analysis. In the second step, the influence of different population balance
models was investigated. All results were compared with the experiments described
in Section 2.4.

3.1. Mesh Study

To estimate the discretization error caused by the computational mesh, four meshes of
different resolutions were created (Table 3). The mesh study was evaluated qualitatively by
considering the velocity field and the turbulent energy dissipation field, while quantitative
analysis was performed using a Richardson extrapolation. For the quantitative examina-
tion, the kL value dependent on the energy dissipation rate was used. The Richardson
extrapolation yielded an estimated discretization error for the kL value of 4.4% for the
coarsest mesh. The discretization errors are summarised in Table 3. While it is desirable to
keep the discretization error as small as possible, this results in an increased number of
meshes and an associated exponential increase in computing time. As will be shown in the
following sections, a discretization error of 4.4% is negligibly small compared to the model
errors. Therefore, for economic reasons, the computational mesh with 256,253 mesh cells
was used for all further simulations.

Table 3. Discretisation error calculated by the Richardson extrapolation for the mass transfer
coefficient kL.

Mesh Cells Average
Non-Orthogonality

Mass Transfer
Coefficient kL [m s−1]

Discretization
Error kL [%]

Mesh 1 256,253 5.024 2.33 · 10−4 4.4
Mesh 2 807,957 4.119 2.42 · 10−4 4.0
Mesh 3 1,155,407 3.808 2.39 · 10−4 2.9
Mesh 4 1,842,135 3.478 2.43 · 10−4 3.3

3.2. Euler–Euler Simulations

As in the experiments, a stirrer speed of 600 rpm and an aeration rate of 0.5 vvm was
used for the basic simulation. The maximum velocity can be seen on the contour plot
with unscaled velocity vectors for a stirrer circumference of 1.57 m s−1 (Figure 2a). This
corresponds to the theoretical tip speed of the stirrer. The flow velocity then decreases
radially until it approaches 0 m s−1 at the bioreactor wall through the no-slip boundary
condition (Figure 2b). Due to the counterclockwise rotation, the pitched blade stirrer has a
downward pumping effect (Figure 2a,b). The resulting flow pattern corresponds to that
described by Aubin et al. [107]. The stirring creates a turbulent flow with a Reynolds
number of 2.8 · 104. The gas flowing in at 1.32 m s−1 also influences the fluid flow in the
bioreactor, particularly in the area around the sparger (Figure 2c). The turbulent energy
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dissipation rate, which is particularly interesting for the calculation of the mass transfer
coefficient kL, is at its maximum at the stirrer tip at 259.4 m2 s−3 and then decreases radially
(Figure 2d). As energy is also introduced into the system via the aeration process, a higher
energy dissipation rate, compared to the bulk liquid, of 25.1 m2 s−3 to 31.8 m2 s−3 occurs
at the sparger outlet (Figure 2c). A further increase in the energy dissipation rate can also
be seen at the phase transition. The distribution of the gas fraction in the bioreactor is
important for determining both the kLa value and a. Figure 2e and f show the logarithmic
gas fraction at a simulation time of 30 s. As expected, the air rises centrally below the stirrer
and after passing the stirrer, radial distribution increases significantly. This remains almost
constant until it reaches the liquid surface.

The simulation was divided into three steps. In the first 10 s, the flow field was built
up without gassing. This served as a starting point for all further investigations (with the
same speeds and gassing rates). For the last two steps, gassing was switched on and the
last 10 s were evaluated for the kLa. It is assumed that there is a constant kLa value that
fluctuates around an average value. Figure 3a shows the temporal progression of kL and a
after aeration was switched on. Both values rise rapidly and begin to level off after two
to three seconds. The resulting product, the kLa value, is shown in Figure 3b, with the
evaluated area marked in grey.

The two terms kL and a must be calculated individually and at each time step in each
cell to determine the kLa value. The specific interface a can be calculated according to
Equation (2) [108]. A variety of semi-empirical formulae exist for calculating the mass
transfer coefficient kL that include different coefficients for the individual terms. Seven
different models were tested to choose a kL-model. Table 4 shows kL, a and kLa for the
base simulation after 30 s. The choice of kL-model had a significant influence on the
resulting kLa value, resulting in kLa values that differ by two powers of ten. A kLa value
ten times lower than the experimentally determined one was predicted by the model of
Prasher and Wills [109] (1.2 h−1). The models of Perez and Sandall [110] and of Garcia-
Ochoa and Gómez [111], on the other hand, predicted significantly higher kLa values
(480.4 h−1 and 80.9 h−1, respectively). However, it must be taken into account that the
former was developed for non-Newtonian fluids. The only model that is not based on
the energy dissipation rate is the model of Akita and Yoshida [112]. This model takes
into account gravitational acceleration, diffusivity, density of the liquid, surface tension
and the bubble diameter, which is not appropriate for the Euler–Euler simulation with its
constant bubble diameter. The model of Johnson and Huang [113] is rather uninteresting
for CFD applications, as only an average kL value can be calculated. Both the models
of Brüning [114] and Kawase and Moo-Young [115] achieve good agreements with the
experimental data. The Brüning model showed the best agreement across all of the
simulations performed and was therefore used for all further simulations (100 rpm to
1200 rpm and 0.5 vvm to 2 vvm). No consideration was given to adjusting the factors of
the model to fit the results, as this may have resulted in a loss of generality.
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(a) (b)

(c) (d)

(e) (f)

Figure 2. Flow field overview of the base simulation (600 rpm and 2 vvm) after 30 s simulation time.
(a,b) Velocity field ~v laterally and from above on the stirrer plane, respectively. (c,d) Logarithmic
representation of the turbulent energy dissipation rate ε in the same planes, and (e,f) relative air
fraction α in the bioreactor system.
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3.2.1. Influence of the Bubble Diameter

The simulations with the standard Euler–Euler model were carried out assuming a
constant gas bubble diameter. As the gas bubble surface and thus the specific interface area
a is directly dependent on the gas bubble diameter db, it was assumed that this has a large
influence on the kLa value. Figure 4 shows the relationship between the calculated kLa value
and the assumed gas bubble diameter. The decrease in the kLa value can be described by a
power function as the bubble diameter increases. Thus, the kLa value is (125.7± 3.8) h−1

for a bubble diameter of 1 mm and decreases to (8.7± 0.3) h−1 for a bubble diameter
of 7 mm. For all further simulations, a bubble diameter of 3 mm was assumed, which
corresponds to the theoretical diameter calculated according to Garcia-Ochoa and Gómez
(Equation (29)) [23].

db = 0.7
σ0.6

w,a(
P
V

)0.4
ρ0.2

(
µw

µa

)0.1
(29)

Table 4. Overview of different mass transfer coefficient models and their effect on the kLa calculation
for the base simulation. The relative kLa difference refers to the experimentally measured kLa value
of 11.1 h−1.

Model a [m−1] kL [m s−1] kLa [h−1] ∆rel.kLa [%]

Johnson and Hunag [113] 24.7 1.83 · 10−5 1.6 −85.6
Prasher and Wills [109] 24.7 1.38 · 10−5 1.2 −89.2
Perez and Sandall [110] 24.7 5.41 · 10−3 480.4 4227.9
Akita and Yoshida [112] 24.7 1.83 · 10−4 16.2 45.9
Kawase and Moo-Young [115] 24.7 2.43 · 10−4 21.6 94.6
Garcia-Ochoa and Gómez [111] 24.7 9.11 · 10−4 80.9 628.8
Brüning [114] 24.7 2.94 · 10−4 26.1 135.1
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Figure 3. Temporal progression of (a) the kL, a and (b) kLa values for the base simulation. The gas
supply was switched on at time t = 10 s. For the kLa value, the time interval 20 s to 30 s was evaluated
(red highlighted). The mean value and the standard deviation are shown in grey.
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Figure 4. Influence of a constant bubble diameter on the kLa value.

3.2.2. Influence of Drag Force

To study the influence of the drag force coefficient model on the kLa value, seven dif-
ferent models were evaluated, one of which included a bubble swarm correction. The violin
plot in Figure 5 shows the mean kLa values and their probability density function. The kLa
ranged from (25.6± 0.9) h−1 when using the model of Gidaspow [80] to (33.5± 1.5) h−1

for the Ergun model [77]. Statistical analysis was performed according to Section 2.3, reject-
ing the H0 hypothesis of a normal distribution for Ergun’s [77], Tomiyama’s [79] and Lain’s
models [116]. All of the tests rejected the H0 hypothesis of homoscedasticity (α = 0.05).
The Kruskal–Wallis test also rejected the H0 hypothesis with p = 5.9 · 10−211 (α = 0.05). It
is thus assumed that the choice of model for the drag force coefficient has a statistically
significant influence on the CFD predicted kLa value. The H0 hypothesis was rejected with
α = 0.05 for all of the pairwise tests. The choice of model for the drag force coefficient had
a statistically significant influence on the kLa value, whereby the specific interface a, with
a coefficient of variation of 0.17, is significantly more influenced than the mass transfer
coefficient (cv = 0.02). Besides the statistical influence, the change in computing time due
to the choice of model is also of interest from an economic point of view. The models were
ordered in the violin plot (Figure 5) according to ascending computation time. The shortest
computation time, for 20 s of aeration, resulted from the Schiller Naumann [76] drag force
coefficient model with a swarm correction function. The computation time (calculated for
a single CPU unit) was 1243 h. The maximum computing time required for the Lain [116]
model was 1.6 times longer and amounted to 2000 h CPU time.

Several authors have already indicated that drag force has a greater influence on the
flow field and other parameters than other interfacial forces [53,54]. This statement is
consistent with the investigations made in this study. The most frequently used models
for the drag force coefficient are those of Schiller Naumann [76] and Ishii Zuber [7,78,117].
A disadvantage of both models is that they neglect the influence of turbulence. While
this reduces the computational effort, it could also explain why these models often do
not agree with experiments [53,118,119]. Ergun’s [77] model delivers the highest kLa
value of (33.5± 1.5) h−1. This model was empirically derived for Newtonian fluids in



Processes 2021, 9, 1185 14 of 29

packed columns with a porosity of about 40%. As described by Halverson et al. [120], this
model has a very small range of applications and is therefore unsuitable for use in stirred
bioreactors which is consistent with the results of this work. By combining the models
of Ergun [77] and Wen Yu, the model of Gidaspow [80] can be used for a wider range of
applications [121]. The longer computation time described by Dey et al. [122] could be
confirmed by the results of this study. This model has the second-longest calculation time of
1738 h and also takes the influence of turbulence into account. Lain’s model, which had the
longest computing time, is also suitable for stirred bioreactors, as it also takes turbulence
into account [116]. Tomiyama’s [79] model addresses both the aspect ratio of bubbles and
turbulence. However, Lote et al. [117] and Colombo et al. [123] showed that this model is
only suitable for high Reynolds numbers. The drag force study was carried out for a stirrer
speed of 600 rpm. Turbulence was generated, but the Reynolds number was with 2.80 · 104

not very high. For this reason, it can be assumed that the correlated Tomiyama [79] model
is unsuitable in this particular case, but would be suitable for simulations with higher
Reynolds numbers. Several authors have been able to show that Lane’s model agreed
best with the experimental results [53,119,124]. This model is currently not standard in
OpenFOAM 7 and would need to be implemented for further studies.
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Figure 5. Influence of the drag force coefficient model on the kLa value. The mean values and
the corresponding probability density function are shown in violin form. The time corresponds to
the CPU time for the simulation of 20 s (SNCT = Schiller and Naumann [76] with swarm correc-
tion, E = Ergun [77], IZ = Ishii and Zuber [78], SN = Schiller and Naumann [76], TC = Tomiyama
correlated [79], GEWY = Gidaspow, Ergun, Wen, and Yu [80], L = Lain [116]).

3.2.3. Influence of Lift Force

To examine the lift force coefficients, three simulations were carried out using different
lift force coefficient models, one that neglected the lift force (CL = 0) and two with constant
lift force coefficients (CL = 0.5 and CL = 0.3). The resulting kLa values are shown in the
form of a violin plot in Figure 6a. Depending on the model, the kLa values vary from
(23.4± 0.8) h−1 (Morgan model) to (31.5± 1.3) h−1 (Legendre and Magnaudet model [82]).
The models were also plotted based on increasing CPU time. Morgan’s model required
only 1278 h for 20 s of aerated simulation, while the Legendre and Magnaudet model [82]
required 3.4 fold more time to perform the same computation.
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To obtain statistical information about the influence of the lift force coefficient model
on the kLa value, the same procedure as the drag force coefficient was chosen. Except
for Morgan’s model, the H0 hypothesis of a normal distribution could not be rejected
by the Shapiro–Wilk test. The homoscedasticity tests all rejected the H0 hypothesis of
homoscedasticity. The Conover post-hoc analysis showed that there is no statistically
significant difference between the Morgan model and the neglection of lift force (p = 0.07,
α = 0.05). There was also no statistically significant difference between the Legendre and
Magnaudet [82] model and a constant lift force coefficient of 0.5 (p = 0.22, α = 0.05). Similar
to drag force, the variability coefficient of the specific interfacial area was 0.12 and therefore
13.5 times higher than the variability coefficient of the mass transfer coefficient. Several
authors have been able to show that the lift force is significantly smaller or even negligible
compared to the drag force [54,125]. For small (db < 1 mm) spherical gas bubbles, the
lift force coefficient is 0.5, but the coefficient is strongly influenced by the shape of the
gas bubble and decreases as bubble size increases. As the simulations were performed
assuming a bubble diameter of 3 mm, the constant lift force coefficient of 0.5 tends to be too
high. As shown in Figure 6b, the kLa value increases exponentially as the lift force coefficient
(0 ≤ CL ≤ 0.5) increases. The Legendre and Magnaudet model [82] was developed for
laminar systems and is therefore not particularly suitable for stirred bioreactor applications.
Lucas et al. [65] describe the lift force as a not yet fully understood phenomenon and
recommend further numerical and experimental investigations, especially for simulations
with many particles like those found in bioreactors. Nevertheless, Lucas et al. [65] were
able to achieve good agreement with experimental findings using Tomiyama’s [81] model,
which cannot be refuted in this study.
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Figure 6. Influence of the lift force coefficient on the kLa value. (a) Effect of different lift force
coefficient model on the kLa value. The mean values and the corresponding probability density
function are shown in violin form. The time corresponds to the CPU time for the simulation of
20 s (M = Moraga, NO = no lift coefficient, C = constant lift coefficient 0.5, T = Tomiyama [81],
LM = Legendre and Magnaudet [82]); (b) Influence of different constant lift force coefficient on the
kLa value.

3.2.4. Influence of the Virtual Mass Force

To study the influence of virtual mass force on the kLa value, three simulations were
carried out. One simulation with a constant virtual mass force coefficient CVM = 0.5,
one with Lamb’s [83] virtual mass coefficient model, and one that did not consider the
virtual mass force. The results are shown graphically in Figure 7. The highest kLa value of
(27.0± 1.0) h−1 was calculated with the constant virtual mass force coefficient, the lowest
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value of (15.6± 0.3) h−1 was calculated without considering virtual mass force. The CPU
time for the calculation of 20 s of aeration differed by a maximum of 20% and ranged from
1290 h for the Lamb model [83] to 1543 h for the calculation that did not consider virtual
mass force. As shown in Figure 7, the simulation that did not consider virtual mass differed
significantly from the other two simulations and resulted in the lowest kLa value of all the
Euler–Euler simulations without PBM. As only the residuals of kLa from the simulation
with the constant virtual mass force coefficient were normally distributed and all tests
rejected the H0 hypothesis of homoscedasticity, the Kruskal–Wallis test was performed.
As expected, the null hypothesis was rejected with a p value of 3.4 · 10−80 (α = 0.05). The
Conover post-hoc analysis also showed that there is a statistically significant difference
between the calculated kLa values for all of the models examined.

The simulations assumed a constant aspect ratio of 1, which is justifiable for small
bubbles. For spherical particles, the virtual mass force coefficient CVM is 0.5. As the
Lamb [83] model takes the aspect ratio into account when modeling the CVM [126], similar
kLa values were expected for the simulation with constant CVM and when using Lamb’s [83]
model. Although these exhibited a statistically significant difference, the practical relevance
is questionable. Lamb’s [83] model is of great interest, especially for variable aspect ratios,
and is preferred over a constant CVM of 0.5. Nevertheless, in the literature the virtual mass
force coefficient is often not modeled and is assumed to be a constant [127]. The kLa value
calculated without taking the virtual mass force into account differed significantly from
the other two simulations. The reason for this difference could be that the phenomenon
of virtual mass force is omnipresent and is of great importance especially in the vicinity
of spargers [125,128]. Due to the large difference in density between gas bubbles and the
continuous phase, it is possible that the virtual mass is greater than the actual mass of
the dispersed particles [129]. Besides Lamb’s [83] model, there are several other available
models, of which Pudasaini’s [130] is a promising one, as it is a completely analytical
model. However, this model is not yet available in OpenFOAM 7 and would need to be
implemented for further research.
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Figure 7. Influence of the virtual mass force coefficient model on the kLa value. The mean values
and the corresponding probability density function are shown in violin form. The time corresponds
to the CPU time for the simulation of 20 s (L = Lamb [83], C = constant virtual mass coefficient 0.5,
NO = no virtual mass).
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3.2.5. Influence of Turbulent Dispersion Force

Two simulations were carried out to examine the influence of the force caused by the
turbulent fluctuation of the flow velocity on the kLa value. A simulation without taking the
turbulent dispersion force into account and one with the model according to Gosman [64]
were performed. The first simulation delivered a kLa value of (27.0± 1.0) h−1 and the
second a kLa value of (26.6± 0.8) h−1, with the Gosman [64] model requiring 10% less
computational time (Figure 8). As the H0 hypothesis of the Shapiro–Wilk test could not
be rejected for both models, but the H0 hypothesis of the homoscedasticity test had to be
rejected, a t-test with unequal variance was performed. The two models were statistically
shown to be significantly different, with a p value of 1.49 · 10−5 (α = 0.05).

The turbulent dispersion force is often neglected in the literature, Nevertheless, even
though there was a statistically significant difference in the calculated kLa values, this ap-
proach has been confirmed. However, when turbulent dispersion force is modeled, the Gos-
man [64] model is usually applied because of its relative simplicity and robustness [131].
Although more complex models exist, these have not yet been implemented in Open-
FOAM 7 [132].
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Figure 8. Influence of the turbulent dispersion force coefficient model on the kLa value. The mean
values and the corresponding probability density function are shown in violin form. The time
corresponds to the CPU time required for the simulation of 20 s (G = Gosman [64], NO = no turbulent
dispersion force).

3.3. Population Balance Modelling

As described in Section 3.2.1, in the classical Euler–Euler simulation, the selected
bubble diameter has the greatest influence on the kLa value. Coupling the CFD simulation
with PBM can eliminate the problem of a constant bubble diameter. This allows the two
phenomena of bubble coalescence and bubble breakup to be modeled, which makes the
simulations more complex, but reduces the degree of abstraction. For the following investi-
gations, the class method was used to solve the PBE, as it is implemented in OpenFOAM 7
by default.

3.3.1. Influence of Initial Gas Bubble Size Distribution

The class method is characterized by the fact that the gas bubble size distribution is
discretized into classes. This allows the size distribution to be more accurately approxi-
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mated as the number of classes increases. To study this effect and to obtain an optimum
balance between economy and accuracy, four simulations with different numbers of classes
were carried out (16, 24, 32, and 64 classes). For all simulations, the classes were chosen for
a range of 1 mm to 5 mm and an initial bubble diameter of 3 mm. The calculated kLa value
initially decreased slightly as the number of classes increased and then slightly increased
again at 64 classes, with values between (15.1± 0.4) h−1 and (16.0± 0.5) h−1 (Figure 9a).
As, in addition to accuracy, the economy is also of great interest, simulation duration was
also taken into account. As shown in Figure 9b, the computing time increased exponentially
as the number of classes increased, matching the conclusions of other authors [133,134].
The literature recommends using between 12 and 25 classes [133,134]. As the kLa value
only changes minimally as the class number increased, but the computing time increased
exponentially, 24 classes were used for the further simulations. 24 classes were preferred
over 16 classes because, although the computation time increases, the kLa value is closer to
the experimental data. Furthermore, five simulations with different initial bubble diameters
were also carried out (1 mm to 5 mm). In contrast to the free and constant bubble diameters
of the Euler–Euler model (Figure 4), the influence on kLa was minimal. This is due to the
fact that the gas bubble size distribution in the system adjusts itself when solving the PBE
(Figure A1).
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Figure 9. Results of the class method PBM simulations. (a) Influence of the number of bubble size
classes on the kLa value; (b) relationship between the number of bubble size classes and CPU time.

3.3.2. Influence of the Coalescence Model

To scrutinize the effect of coalescence modeling on the kLa value, four models were
compared, including Luo’s model, which is widely used in the literature [135]. The
calculated kLa values are shown in Figure 10 and range from (14.8± 0.8) h−1 for Luo’s [87]
model to (17.0± 0.9) h−1 for the model proposed by Lehr et al. [32]. The procedure
described in Section 2.3 was also used for statistical analysis. The post-hoc analysis showed
that there is a statistically significant difference between all of the models (α = 0.05).
It should be noted that all of the values were significantly lower and thus closer to the
measured kLa than the values from the standard Euler–Euler simulations. In terms of
computing time, the models of Coulaloglou and Tavlarides [86], Luo [87] and Prince &
Blanch [88] hardly differed, whereas the model of Lehr et al. [32] required about twice
as long for the same simulation, making it of little interest for practical applications.
Other authors, who also examined the influence of different coalescence models, came
to the same conclusion that the models of Coulaloglou and Tavlarides [86], Luo [87] and
Prince & Blanch [88] hardly differed [135]. Kaiser [136] was able to show in his research
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that the Lehr et al. [32] model overestimates the kLa value, which is also in line with the
results presented here. Luo’s [87] model, which is used most frequently, showed the
best agreement with the experimental investigations and is characterized by an economic
calculation time.
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Figure 10. Influence of different coalescence models on the kLa value. The mean values and the
corresponding probability density function are shown in violin form. The time corresponds to the
CPU time required for the simulation of 20 s (CT = Coulaloglou and Tavlarides [86], L = Luo [87],
PB = Prince and Blanch [88], LMM = Lehr, Millies and Mewes [32]).

3.3.3. Influence of the Breakup Model

In addition to the four coalescence models investigated, four breakup models were
also examined to determine their influence on the kLa. An exponential kernel [137] was
tested, which often serves as a basis for other models, as well as the models of Luo
and Svendsen [85], Laakkonen et al. [84] and Lehr et al. [32]. Binary bubble breakup
was modelled in each case. In addition, a simulation was also carried out using the
model of Laakkonen et al. [84] that modeled the daughter gas bubble size distribution. The
resulting kLa values are shown in Figure 11 and range from (14.3± 0.6) h−1 for the model of
Laakkonen et al. [84] to (17.3± 1.0) h−1 for the model of Lehr et al. [32]. Based on post-hoc
analysis according to Conover, it can be concluded that there is no statistically significant
difference between the kLa values calculated using the model of Laakkonen et al. [84]
and the model of Luo and Svendsen [85] (α = 0.05). There was, however, a statistically
significant difference in terms of the kLa value from the other models. The computation
time for the models of Lehr et al. [32] and Luo and Svendsen [85] are close to each other
and are over twice as high as the computation times of the other models. The model of Lehr
et al. [32] behaves like their coalescence [32], both in terms of overestimating the kLa value
and the long computing time. In addition to the economic aspect, another argument against
the model is that it is not designed for high kLa values, which are of decisive importance
in microbial processes. There was no statistically significant difference in kLa values
calculated using the Luo and Svendsen [85] model or the Laakkonen et al. [84] model, but
the computing time for the Luo and Svendsen model was more than twice as long, therefore
this model is less interesting. The exponential kernel requires the shortest computing
time, but it is questionable whether more complex systems can be modeled realistically
using it. The most promising results in terms of kLa value and computation time were
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obtained using the model of Laakkonen et al. [84] with binary bubble breakup and modeled
daughter gas bubble size distribution. This model was developed for stirred reactors and is
accordingly widely used, which can be confirmed in this study [84]. Despite the promising
model of Laakkonen et al. [84], a difference between simulation (kLa = (14.3± 0.6) h−1)
and experiment (kLa = (11.1± 0.2) h−1) remains. It is not clearly identifiable how the
remaining difference is composed; it could be due to a systematic measurement error in
the experiments, the discretisation error described in Section 3.1 or the large number of
different models leading to an accumulation of small errors [7].
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Figure 11. Influence of different breakup models on the kLa value. The mean values and the
corresponding probability density function are shown in violin form. The time corresponds to the
CPU time required for the simulation of 20 s (E = Exponential kernel, LAAD = Laakkonen, Alopaeus
and Aittamaa with daughter size distribution [84], LAA = Laakkonen, Alopaeus and Aittamaa [84],
LMM = Lehr, Millies and Mewes [32], LS = Luo and Svendsen [85]).

4. Conclusions

This work aimed to investigate the influence of different interfacial force models and
PBM on the calculation of the volumetric oxygen mass transfer coefficient in stirred and
aerated bioreactors using CFD. Using the Euler–Euler model, it was shown that the selected
bubble diameter has a significant influence on the calculated kLa value. Furthermore,
modeling of the mass transfer coefficient also has a significant influence. The kL model of
Brüning [114] showed the best agreement with the experimental data for the examined
system. The analysis of the interfacial force models showed that the majority of the
models calculate statistically significantly different kLa values. The studies also considered
economy in terms of computing time. For an economic calculation of the kLa value using
the Euler–Euler model in a stirred and aerated 2 L bioreactor with turbulent flow, it was
shown that the kLa values agree best with the experimental values when the following
interfacial models are used: the model of Schiller and Naumann [76] for the calculation of
drag force, the model of Tomiyama et al. [81] for lift force and the model of Lamb [83], for
virtual mass force. The turbulent dispersion force can be neglected. Although statistically
significant different kLa values could be described by the models, they are insignificant for
practical applications. The often unknown mean gas bubble diameter should be estimated
according to Garcia-Ochoa and Gómez [23]. The calculated kLa values are comparable to
those calculated by semi-empirical formulae like those of Van’t Riet [138]. It was found that
the calculated kLa values are about 50% higher than those in the experiments. One reason
for this could be the lack of consideration of gas bubble breakup and coalescence. For this
reason, various simulations were carried out with a PBM-coupled Euler–Euler model. All
models examined resulted in better agreement with the experimentally determined kLa
values. The best agreement was obtained with the breakup model of Laakkonen et al. [84]



Processes 2021, 9, 1185 21 of 29

and with the coalescence model of Luo [87]. However, the additional time should be
accepted if the kLa value is of interest. As a next step, further validation work should be
carried out in the form of kLa measurements and Shadowgraphy. The CFD model should
also be optimized using the sliding mesh approach and other recent interfacial force models.
Using the established PBM-coupled CFD model, it is possible to calculate the kLa value
for stirred and aerated bioreactors using OpenFOAM. This makes it possible to design
new bioreactors for the biopharmaceutical industry in such a way that the oxygen supply
is already optimal and adapted to process requirements. It also offers the possibility to
determine optimal operating parameters, such as stirrer speed and aeration rate in advance
in silico. By optimizing the bioprocesses with regard to the kLa value, it should be possible
to achieve a higher cell density, and with the same specific product formation rate, this
would lead to a total increase in product and thus to higher profits. Although a good
agreement between simulation and experiments could be achieved using the proposed
models (measured kLa of (11.1± 0.2) h−1 and simulated kLa (14.3± 0.6) h−1 for the base
simulation), success depends on many factors and it is questionable how useful it is to
couple exact equations such as the Navier-Stokes equation with empirical approximations
(e.g., kL models).
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Nomenclature

Latin symbols
A Area [m2]
a Specific interfacial area [m−1]
B Birth rate [m−3 s−1]
c Constant value [-]
CD Drag force coefficient [-]
CL Lift force coefficient [-]
c∗O2,L Dissolved oxygen concentration at the gas liquid interphase [mol m−3]
cO2,L Dissolved oxygen concentration in the liquid bulk [mol m−3]
cp Specific heat capacity [J kg−1 K−1]
CTD Turbulent dispersion force coefficient [-]
cv Coefficient of variation [-]
CVM Virtual mass force coefficient [-]
CWL Wall lubrication force coefficient [-]
cx Biomass concentration [cells L−1]
d32 Sauter mean diameter [ m]
D Death rate [m−3 s−1]
D Dimensions [-]
db Bubble diameter [ m]
E Error [-]
F Force [N]
FI Sum of volume-related interfacial forces [ [N]
FD Drag force [N]
FL Lift force [N]
FTD Turbulent dispersion force [N]
FVM Virtual mass force [N]
FWL Wall lubrication force [N]
g Gravitational acceleration [m s−2]
H0 Null hypothesis [-]
k Turbulent kinetic energy [m2 s−2]
kL Liquid side mass transfer coefficient [m2 s−1]
kLa Volumetric oxygen mass transfer coefficient [h−1]
m Molecular weight [u]
N Total number of particles [-]
N Total number of cells [-]
n Number of particles per unit volume [m−3]
nw Unit normal pointing away from the wall [-]
OTR Oxygen transfer rate [mol L−1 h−1]
OUR Oxygen uptake rate [mol L−1 h−1]
P Power [W]
p Pressure [Pa]
p Exponent of error reduction [-]
p p-value [-]
Q Aggregation frequency [s−1]
qO2 Cell specific oxygen uptake rate [mol cells−1 h−1]
r Refinement factor [-]
T Temperature [K]
t Time [s]
~v Velocity [m s−1]
V Volume [m3]
xi Representative volume for the ith size range [m3]
Yt Data to be transformed [-]
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Greek symbols
α Volume fraction [-]
α Significance level [-]
β Dimensionless daughter size distribution [-]
Γ Breakup frequency [m3 s−1]
ε Turbulent energy dissipation rate [m2 s−3]
εD Estimated discretisation error [-]
η Factor defined by eq. 10 [-]
κ Cell specific constant [-]
λ Power parameter [-]
µ Dynamic viscosity [Pa s]
ν Kinematic viscosity [m2 s−1]
ρ Density [kg m−3]
σ Surface tension [N m−1]
τt Reynolds stress tensor [Pa]
Sub- and Superscripts
a Air
atm Atmospheric
b Bubble
br Breakup
coal Coalescence
g Gas
i Index
l Liquid
t Turbulent
w Water

Appendix A

Table A1. Boundary conditions.

Field Fixed Walls (Vessel, Sparger) Moving Walls (Stirrer, Shaft) Inlet Outlet

alpha.air zeroGradient zeroGradient fixedValue (uniform 1) inletOutlet
alphat.∗ compressible:: alphatWallFunction compressible:: alphatWallFunction calculated calculated
epsilon∗ epsilonWall-Function epsilonWall-Function fixedValue (uniform 0.00015) zeroGradient
k∗ kqRWallFunction kqRWallFunction fixedValue (uniform 3.75 · 10−5 ) zeroGradient
nut.∗ nutkWallFunction nutkWallFunction fixedValue (uniform 1 · 10−8 ) inletOutlet
p calculated calculated calculated calculated
p_rgh fixedFluxPressure (uniform

1 · 105 )
fixedFluxPressure (uniform

1 · 105 )
fixedFlux-Pressure prghPressure

Theta zeroGradient zeroGradient fixedValue (uniform 1.0 · 10−7 ) inletOutlet
T.∗ zeroGradient zeroGradient fixedValue (uniform 298.15) inletOutlet
U.air fixedValue movingWall-Velocity fixedValue uniform (x 0 0) pressureInlet-

OutletVelocity
U.water fixedValue movingWall-Velocity fixedValue uniform (0 0 0) pressureInlet-

OutletVelocity

x∗ for both air and water. In U.air x represents the gas input velocity.
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Figure A1. Influence of initial bubble diameter on the computed kLa value with the PBM coupled
Euler–Euler model.
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