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Abstract: Augmented reality heads-up displays (AR-HUDs) have a much richer display than tra-
ditional heads-up displays. An ideal AR-HUD requires two or more focal planes to display basic
and interactive driving information to the car driver separately. We present an off-axis reflective
optical structure for dual-focal-plane displays using a single projection-type picture generation unit
(PGU) and two freeform mirrors. The dual-focal-plane AR-HUD system designed in this paper
can simultaneously generate high-quality far-field image (13° x 4°, 10 m) and near-field images
(13° x 1.4°,3.5m) in a 130 mm x 60 mm eyebox. A fully automated analysis program is written to
analyze the modulation transfer function (MTF) and distortion values of the optical system over the
entire eyebox range. The analysis results show that the maximum distortion values of the far-field
image and near-field image in the eyebox range are 3.15% and 3.58%, respectively. The MTF was
greater than 0.3 at 7.2 Ip/mm for both near-field images and far-field images. We also designed a
projection lens for the projection-type PGU used in this system. The projection lens uses three plane
mirrors to fold the image plane of the projection system into different positions to serve as the image
source for the AR-HUD. This research provides a new solution for realizing the dual-focal-plane
AR-HUD, which not only satisfies the need for simultaneous display of near-field basic information
and far-field interactive information, but also has a larger display screen.

Keywords: optical system design; heads-up display; augmented reality; freeform surfaces; dual
focal planes

1. Introduction

The vehicle heads-up display (HUD) is a device that displays driving information
to the driver through the combiner or windshield. Based on the vehicle HUD, the driver
can see all of the important driving information without looking down during the driving
process, which effectively reduces the time that the driver’s eyes are off the road, reduces
the risk of blind driving, and significantly improves driving safety [1-5].

Conventional windshield-type HUDs (W-HUDs) based on a single picture generation
unit (PGU) only project a virtual image in a small field of view (FOV) and at a close
distance in front of the human eyes to display basic driving information such as speed
and fuel level [6,7]. With the development of automobiles toward intelligence and internet
connectivity, AR-HUD has begun to enter the public’s field of vision [8-10]. AR-HUD
connects the intelligent driving technology and the driver, integrates the information
acquired (by cameras, radars, high-precision maps, etc.), and projects the virtual image
onto the windshield. The projection has features, such as navigation with arrows, road
guidance, etc., and generates real-time images that match the actual scene (cars or people)
to meet the driver’s road condition information needs. This also means that the optical
design of an AR-HUD is more demanding, requiring a larger field of view and a longer
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virtual image distance (VID) [11]. The large FOV of the HUD provides the driver with a full
and more complete image interface. The longer VID fits the information to the road and
other objects for an augmented reality effect, avoiding visual conflicts [12-15]. Meanwhile,
basic safety information that does not need to overlap with the real world is displayed
at a closer VID distance, which is in line with the visual property that the human eye’s
focus position will naturally move back and forth as the vehicle speed changes; thus, the
AR-HUD needs two or more focal planes.

Using two separate PGUs and imaging optics is the most straightforward way to im-
plement a dual-focal-plane AR-HUD. However, it has a high cost and large size, which can
prevent this type of HUD from being used in many compact cars due to space constraints
under the dashboard [16-18]. To solve the above problems, Seo et al. utilized the feature
that laser beam scanning (LBS) image projectors do not require focusing. A single LBS
image projector as the PGU can directly project two images at two different distances as the
image source, and then through the aspherical reflector and the car windshield to project
the depth of the virtual image of two distances (near, 2 m and far, 5 m) [14]. However,
dividing the working area reduces the resolution and FOV, decreasing the size and clarity
of the picture. Furthermore, the LBS image projector is not resistant to high temperatures,
and thus does not satisfy the automotive grade requirements for the time being. Hong
et al. used two five-inch liquid crystal displays (LCDs) as PGUs, which shared an imaging
optical system consisting of freeform and planar mirrors passing through the windshield to
achieve a dual-depth image display. The image containing augmented reality information
had a VID of 7.5 m and a 10° x 5° FOV, and the image containing basic driving information
was 2.5 m with 5° x 1° FOV [19,20]. Qin et al. presented a dual-focal-plane AR-HUD
using a single LCD as the PGU and a single freeform mirror; two separated regions were
set up on a single PGU with one optically relayed to a new position to create two focal
planes. Careful optical and mechanical design optimization produces high image quality
in a 120 mm x 60 mm eyebox for both far images (9 m, 10° x 3°) and near images (2.5 m,
6° x 2°) [21]. Dynamic zoom components, widely used in head-mounted displays [22-25],
are also a potential solution, but they have not yet been reported for AR-HUDs. Digital
hologram technology is another potential solution, as it can be computationally adjusted to
the depth of the image [26-28]. However, this technology has encountered significant chal-
lenges in automobiles due to complex, coherent source-based hardware, the huge resolution
requirements for digital holograms, and the limited ability to render full-color content.

2. Dual-Focal-Plane AR-HUD Structure and Principle

The HUD is mainly based on the principle of virtual imaging. According to the
optical imaging principle, a given focal length range will project virtual images at different
distances. In order to make the system as compact as possible, the reflective structure is
used to fold the optical path, thereby increasing its length. The chromatic aberration-free
advantages of reflective systems are also favorable for system optimization. Concave
and convex reflectors were used to provide magnification while correcting the aberration
between the optical path and the windshield.

If two image sources with different positions are generated as object planes in the
virtual image imaging system, virtual images of different sizes can be projected at different
positions. If the LCD is used as the PGU, a single LCD generates only one image source as
the object plane and a plurality of LCDs are required to create two or more image sources
as the object plane. However, with a projection-type PGU, it is possible to adjust the focal
lengths of different portions of the projection objective with split lenses or by folding
the projection objective image plane using plane mirrors to construct images at different
positions in a PGU and achieve a multi-focal-plane HUD with a single PGU.

In practical applications, we have to consider the effect of sunlight backflow on PGUs.
Compared to W-HUD, AR-HUDs have a larger virtual image distance and field of view, and
these characteristics result in a larger sunlight collection area and a higher concentration of
collected energy, which can lead to PGU damage. The projection-type PGU has a stronger
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ability to prevent the sunlight backflow and thus burn the PGU compared to the LCD.
This is because the display to withstand the concentration of sunlight is actually a diffuser
rather than the PGU itself. The projection-type PGU mainly includes the digital light
processing (DLP) technology and the LBS technology. The LBS has the advantages of
small size, high brightness and no light window effect, but it also has the problems of low
resolution, temperature sensitivity and laser speckle. The DLP is relatively large, but it has
high resolution, wide brightness adjustment and can work at high temperatures, so we use
the DLP projection optical system as the PGU.

We used a DLP projection optical system as the PGU and relayed the image surfaces
of the projection objective to diffusers at different positions through plane mirrors as the
image source of the AR-HUD. This setup can display two different virtual image positions
after reflecting from two free-form mirrors and the car windshield. The initial structural
schematic of the complete AR-HUD optical system is shown in Figure 1. Several previous
studies have shown that a single freeform mirror can correct all types of aberrations for
single-focal-plane HUDs [7,8]. However, for the dual-focal-plane AR-HUD, with a larger
FOV, longer virtual image distance, and two freeform mirrors for the two imaging optical
paths, aberration corrections become very difficult. Additionally, the distortion resulting
from the larger FOV places greater demands on post-processing distortion correction.

Eyebox

Freeform secondary mirror \ ] @‘2’6
N N
v ~ . A5G
Vo8&
Diffuser screens y o

Figure 1. Schematic of the structure of the complete AR-HUD optical system.

3. AR-HUD Optical System Design
3.1. Design Considerations

In the dual-focal-plane AR-HUD, the AR image interacting with the road has a large
VID, so the virtual image can be fitted to the real road surface to avoid visual conflicts.
Appropriately shortening the VID of the basic information can avoid the vision occlusion
caused by its overlay with the vehicle in front. Therefore, we set the far-field VID to 10 m
and the near-field VID to 3.5 m, which is a range that does not make serious influence
on eyes focusing and driver’s fatigue. The VID and FOV clearly express the AR-HUD
virtual image picture size. Additionally, the FOV size is also mutually constrained with
parameters, such as the size of the aperture of the freeform mirrors, the size of the virtual
image, and the compactness of the structure. Meanwhile, there is an inverse relationship
between the size of the FOV and the resolution. On balance, an upper FOV of 13° x 4° was
used for the AR information display, and a lower FOV of 13° x 1.4° was used for the basic
information display. It is worth noting that an empty FOV of 0.7° was inserted between
the two FOV ranges during the design process, as shown in Figure 2a. This is to prevent
the image source in the near field from blocking the optical path in the far field, as well
as to take into account the convenience of image information display and user interface
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design. In the PGU projection objective design, the DLP5530s chip was used as the object
plane, and the image plane of the projection objective was used as the image source of the
AR-HUD (the diffuser screens in Figure 1). Table 1 shows the specifications of the HUD.

y .
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Figure 2. Schematic diagram of dual-focal-plane AR-HUD parameters. (a) Schematic of the field of
view setup; (b) schematic of the eye pupil and eyebox.

Table 1. Specifications of the designed HUD.

Parameter Value
FOV Far: 13° x 4° Near: 13° x 1.4°
VID Far: 10 m Near: 3.5 m
Eyebox size 130 mm x 60 mm
Distortion <5%
Pupil diameter 6 mm
Modulation transfer function (MTF) 0.3 Ip/mm
@ Nyquist frequency >

The virtual image size of the AR-HUD can be calculated by the FOV and VID, as
shown in Equations (1) and (2):

H = D(tﬂnPymax - tﬂanmin) (1)
Fy
W=2xD X tan 5 @)

where H is the height of the virtual image; W is the width of the virtual image; D is the
VID; Fy sy is the maximum value of the vertical FOV; F, ,,,;, is the minimum value of the
vertical FOV; and Fy is the size of the horizontal FOV. According to Equations (1) and (2),
the far-field VID size of this system is 2.278 m x 0.698 m, and the near-field VID size is
0.797 m x 0.086 m, which is enough to display rich AR interactive information, and the
near-field VID area will not be too large to cause field of view obstruction. In conclusion,
the parameter is reasonable.

3.2. Optical Design Optimization

The entire AR-HUD optical system is designed with a reversed optical path. According
to the principle of reversible optical paths, the optical system is designed with the ray
tracing starting from the virtual image position. If an ideal real image is formed at the
PGU position, then the ray of light emitted from the PGU can also form an ideal virtual
image through this optical system. For the AR-HUD optical system, the windshield
is also an asymmetric freeform surface, and the ideal method is to bring the CAD file
of the windshield directly into the optical design software, but this results in a much
slower optimization. Therefore, we extracted the windshield CAD model provided by an
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automobile manufacturer into point cloud data and fit them to an XY polynomial. The
mathematical expression of the XY polynomial is shown in Equation (3):
c(x? +y?)
z =
1+ /1= (1+k)c2(x2+y?)

+Yio 2}1:0 Aijxyl(i+j > 1) A3)

where A;; is the coefficient of the x—y term in the XY polynomial, ¢ is the base curvature of
the surface at the vertex, and k is the conic constant. During the design, the whole optical
system is asymmetric, and the range of the FOV is rectangular. Therefore, it is necessary
to sample the entire rectangular field of view. The near-field and far-field image plane
configurations of the FOV sampling method for this paper are shown in Figure 3.
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Figure 3. Optimization process field of view settings. (a) Pre- and mid-optimization; (b) post-
optimization.

The AR-HUD was designed with an off-axis reflective structure, and the off-axis
and asymmetric structure caused many vectorial aberrations. Conventional spherical and
symmetric aspherical surfaces cannot correct such asymmetric aberrations. Additionally,
the windshield’s irregular surface shape adds to the complexity of the aberrations in the
system. Since the excellent compatibility of XY polynomials with computer numerical
control machines provides greater accuracy and convenience for post-processing [29], the
AR-HUD optical systems designed in this paper use free-form surfaces characterized by
XY polynomials to correct various aberration types.

The entire optical system optimization process is divided into three main stages:

Pre-optimization: To avoid the optical system falling into the local optimum solution
too early, which makes the optimization difficult, the distinction between the far-field and
near-field image configurations is disregarded, and only the far-field image is considered
optimized in this single configuration. In the optimization of the optical system, the
structure of the optical system needs to be coarsely constrained, on the one hand, to limit
the size of the optical system and, on the other hand, to avoid the obstruction of the imaging
beam by the mirrors. Since the whole system is asymmetric, in the initial optimization
stage, we used nine FOVs to cover the whole FOV, as shown in Figure 3a. To ensure a
relatively good imaging quality throughout the eyebox, we set the eye pupils at five typical
positions within the eyebox, as shown in Figure 2b.

Mid-optimization: The near-field configuration was added to the optical system, and
further constraints were applied to the structures in the system to make the spatial layout
more compact while avoiding interference between the image source and optical path,
as shown in Figure 4. We constrained the whole structure by constraining the lengths of
L1~L5. In the middle of the optical system optimization, while satisfying the structural
constraints, it is also necessary to simultaneously constrain the distortion; the distortion
grid of the optical system during the optimization process is shown in Figure 5. The center
FOV (F1) coordinates are (0,0), P; is the coordinate of the ith FOV on the ideal image plane,
and P/’ is the coordinate of the ith FOV on the real image plane. To constrain the distortion,
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we controlled the distance between Pi and Pi’, and the distortion value R of Pi’ is shown in
Equation (4):

\/(xpil - xpl‘)z + (yp1/ - ypl)z

R= x 100% @)

(xpi)z + (yPi)Z

Figure 4. Schematic diagram of structural constraints.
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Figure 5. AR-HUD distortion control charts.

In the middle of the optimization, we constrained the distance between the ideal image
plane coordinates P,~Pg corresponding to F2~F9 and the real image plane coordinates
Py ~Pgy.

Post-optimization: To give the whole FOV good imaging quality, we covered the
whole FOV with the original 9-21 FOV points, as shown in Figure 3b. At the same time,
the distance between the ideal image plane coordinates P19~P;; corresponding to F10~F21,
and the real image plane coordinates Py ~P,;, were increased for constraints so that the
distortion values of the whole FOV were optimized to within the range of human eyes.

The final optimized optical system is shown in Figure 6, and Figure 7 shows the
magnified view in the dotted box of Figure 6. The lateral and vertical relative distances of



Photonics 2023, 10, 1192

7 of 16

the image planes made by the optical system are 19.21 mm and 37.52 mm for the near-field
and far-field virtual images, respectively.

Near-field virtual image - - -
Far-field virtual image

1250.00 MM

Figure 6. Structure of AR-HUD after optimization was completed.

Figure 7. Enlarged view of dashed box in Figure 6.

3.3. Performance Analysis

The central eye point (E5) imaging quality of the optimized completed dual-focal-
plane AR-HUD optical system is shown in Figure 7. The pupil diameter of the human eye
is usually between 2 and 6 mm. To ensure the light filled the pupil, the pupil diameter was
taken as 6 mm in this analysis.

Since the structure proposed in this paper is a dual-optical path design, it is necessary
to evaluate the image quality of the far-field and near-field optical paths separately in the
analysis. Figure 8 shows the spot diagram, MTF curve, and distortion grid diagram of the
far-field and near-field configuration with the eye pupil located at the center of the eyebox,
respectively.

Since the resolution of the digital micromirror devices (DMD) used in the PGU is
1152 x 576, the pixel pitch is 7.6 um. The dimensions of the far-field and near-field
image sources of the optimized AR-HUD were 110 mm x 31.5 mm and 97 mm x 13 mm,
respectively. Hence, the projection objective magnification was at least 9.2x, and the
Nyquist frequency of the AR-HUD was calculated as 7.2 Ip/mm. The MTFs of the center
position of the eyebox (E5) at the Nyquist frequency were all >0.5 and approached the
diffraction limit. Meanwhile, from the spot diagram, the results of each FOV of the eyebox
center converged within the Airy spot range, and the imaging quality of this evaluation
point met the expected requirements.

The freeform coefficients of the primary mirror (PM) and secondary mirror (SM) after
optimization are shown in Table 2. The PM dimensions were ~370 mm x 170 mm, and the
SM dimensions were ~203 mm x 133 mm. To evaluate the freeform mirrors, we plotted the
sag height maps of the PM and SM, as shown in Figure 9. Figure 10 shows the footprint
diagrams of the primary and secondary mirrors when the eyebox range was filled with rays.
Nine different colored color blocks in each diagram pair represent nine FOV points (F1~F9),
with the larger blocks representing the footprint region of the far-field configuration, and
the smaller blocks representing the footprint region of the near-field configuration. The
size of each color block is related to the eye-movement range. The envelope rectangle of



Photonics 2023, 10, 1192

8 of 16

148 MM

O,
O

0

0.177 MM

OBJ: 6.5,-2.5 :6.5,-0.5

RMS = 0.013744
OBJ:-6.5,-2.5

RMS = 0.012195
OBJ:-6.5,-0.5

O,
O,

RMS = 0.004905
0BJ:0,-2.5

RMS = 0.006156
0BJ:0,-0.5

O
©

RMS =0.011037 RMS = 0.003832
(a)
OBJ:6.5,-4.7 OBJ:6.5,-3.7

O,
O

RMS =0.012720
OBJ : -6.5,-4.7

RMS = 0.006216
OBJ:-6.5,-3.7

O,
O
®

RMS = 0.013350
OBJ: 0,-4.7

RMS = 0.003414
0BJ:0,-3.7

©
®

RMS =0.011037 RMS = 0.003832

(d)

all color blocks on a single mirror represents all the rays of the ideal image at the current
eye-movement range so that the human eye can see the complete near-field and far-field
virtual images anywhere within the eyebox of the optimized AR-HUD optical system.
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Figure 8. Performance analysis of the eye pupil at the eyebox center position of the AR-HUD. (a) Far-

field configuration spot diagram; (b) far-field configuration MTF curve; (c) far-field configuration

aberration grid diagram; (d) near-field configuration spot diagram; (e) near-field configuration MTF

curve; (f) near-field configuration aberration grid diagram.

Table 2. Freeform coefficients of the primary mirror and secondary mirror after optimization.

xMy" Item PM SM

x / —3.690 x 107>
y / —9.107 x 107V
x? ~7.694 x 107° —4.278 x 1074
xy 2114 x 107 —2.338 x 107°
e 2.352 x 1074 ~3.614 x 107°
x3 —3.691 x 10~8 —1.816 x 107
Xy 1.411 x 1077 1.261 x 107°
xy2 —4.745 x 1078 —9.538 x 108
¥ 2,666 x 1077 —9.404 x 1077
x* —~1.047 x 10710 1.749 x 10710
3y —3.501 x 10~ 12 2.898 x 10710
xy? 2.373 x 10710 1.284 x 10710
xy? 9.535 x 10710 3.851 x 1077
v 4.867 x 107 1.407 x 10~8
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Figure 9. Surface sag maps. (a) PM; (b) SM.
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Figure 10. Footprint diagrams. (a) PM; (b) SM.

For the AR-HUD optical system, the size of the eyebox is much larger than the size
of the eye pupil, so analyzing the imaging quality of only the five positions (E1 to E5)
is not enough; thus, it is necessary to analyze as much as possible the imaging quality
of each eye position in the eyebox to evaluate the whole optical system. For efficiency,
the entire analysis process was implemented as a single program. Since the CODE V
application programming interface (API) uses the Microsoft Windows standard component
object model (COM) interface, users can execute CODE V commands using MATLAB,
which supports the Windows COM architecture. Using the optical design software CODEV
(https:/ /www.synopsys.com/optical-solutions/codev.html) and Python communication,
each position of the eye pupil in the eyebox was traversed in an automated manner,
outputting the lowest MTF value and the largest aberration value for each position. The
final imaging performance in the whole eyebox is shown in Figure 11.

The pupil distance of the human eyes is about 65 mm, so when both eyes observe the
same image point, there will be a parallax between the two eyes. In a practical HUD, the
binocular divergence parallax should be within 2.5 mrad to avoid visual discomfort [30,31].
Figure 12 shows the simulation results of the binocular divergence parallax when both eyes
are located at the opposite edges of the eyebox, i.e., the worst case of interpupillary distance.
The simulation results show that the binocular divergence parallax is less than 2.5 mrad for
both near-field and far-field images. Therefore, a driver whose pupil distance is always less
than the width of the eyebox will not be uncomfortable due to the divergence parallax.
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Figure 11. Imaging performance in the entire eyebox. (a) Minimum MTF value for the full FOV
at each eye-pupil position in the far-field configuration; (b) maximum distortion value for each
eye pupil position in the far-field configuration; (¢) minimum MTF value for the full FOV at each
eye-pupil position in the near-field configuration; (d) minimum distortion value for each eye pupil
position in the far-field configuration.
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Figure 12. Binocular divergence parallax analysis results. (a) Results of far-field image analysis when
both eyes are at E1 and E2 positions, respectively; (b) results of near-field image analysis when both
eyes are at positions E1 and E2, respectively; (c) results of far-field image analysis when both eyes are
at positions E3 and E4, respectively; (d) results of near-field image analysis when both eyes are at
positions E3 and E4, respectively.

To further simulate the effect of the designed dual-focal-plane AR-HUD, we created a
simple user interface for real image simulation. We performed the reverse ray tracing of
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the designed optical system in Lighttools software (https:/ /www.synopsys.com/optical-
solutions/lighttools.html), and the simulation results are shown in Figure 13.

Figure 13. Image simulation results. (a) Eye pupil at the leftmost side of the eyebox; (b) eye pupil at
the center of the eyebox; (c) eye pupil at the rightmost side of the eyebox.

4. Projection Lens Design and Overall Evaluation

As the size of the designed AR-HUD near-field and far-field image sources are
110 mm x 31.5 mm and 97 mm x 13 mm, respectively, the magnification required for the
projection objective lens is at least 9.2. To fully utilize the effective area of the DMD chip,
the projection objective lens magnification was selected to be 9.2. The projection lens is
designed in forward direction, i.e., the DMD chip is used as the image plane. The completed
design of the projection lens and its MTF curve is shown in Figure 14, where the MTF is
higher than 0.7 at 66 Ip/mm. The total number of lenses in the projection lens is 8, and the
total length is 90 mm. Figure 15 shows the field curves and the distortion curves, and it can
be seen that the maximum distortion of the projection lens is lower than 1.3%.

1 5
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Figure 14. Design results of the projection lens and its MTF curve.

To match the near-field and far-field image sources of the AR-HUD, the projection
objective lens was divided into two design configurations. To facilitate plane reflection to
fold the light path to different positions, the two configurations needed to be separated as
much as possible to avoid interference between the plane reflector and imaging light path.
To match the AR-HUD’s near-field and far-field image sources, the projection objective was
also designed in two groupings. Additionally, to facilitate the use of plane mirrors to relay
the optical path to different locations, it is necessary to separate the object surfaces of the
two groupings as much as possible to avoid interference between the plane mirrors and the
imaging optical path, and the final FOV was selected as shown in Figure 16.
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Figure 15. Field curves and distortion curves of the projection lens.
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Figure 16. Schematic diagram of the field of view setting of the projection lens.

The projection optics system after the flip is shown in Figure 17. To match the position
of the image source of the AR-HUD in Figure 7, we folded the image plane of the projection
objective lens. S1 and S2 are the near-field and far-field image sources of the AR-HUD,
respectively, and are perpendicular to the DMD. The angle «1 of the tilt of M1 is 45°, the
angle o2 of the tilt of M2 is 22°, and the angle o3 of the tilt of M3 is 20°. Since &2 + &3 is not
equal to 45°, the projected near-field image has a slight trapezoidal distortion. The image
quality of the final projection lens is shown in Figure 18, and the MTF values are all greater
than 0.6 at 7.2 Ip/mm with maximum distortion values of 1.25% for the far-field image and
1.3% for the near-field image.
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Figure 17. Final design layout of the projection lens.
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Figure 18. The results of the projection lens performance analysis. (a) Far-field configuration MTF
curve; (b) far-field configuration distortion grid; (c) near-field configuration MTF curve; (d) far-field

configuration distortion grid.

5. Discussion of Results

The complete single PGU dual-focal-plane AR-HUD optical system is shown in Figure 19,
where it can be noticed that the optical system designed in this paper collapses the optical
path as much as possible to achieve volume control. The overall volume of the dual-focal-
plane AR-HUD designed in this paper is about 16 L. Compared with other design solutions,
this solution achieves a larger field of view and virtual image size in a medium volume,
which further improves the augmented reality effect. The specific comparison is shown in

Table 3.
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Figure 19. Final complete layout of the dual-focal-plane AR-HUD.

Table 3. Comparison of the dual-focal-plane AR-HUD designed in this paper with others” designs.

Qin’s [21] Shi’s [20] V;)E)lzs/zv[e;gzt;n Ours
FOV Far: 10° x 3° Far: 10° x 5° Far: 9° x 4° Far: 13° x 4°
Near: 6° x 2° Near: 5° x 1° Near: 7° x 1° Near: 13° x 1.4°
VID Far: 9 m Far: 7.8 m Far: 10 m Far: 10 m
Near: 2.5 m Near: 2.7 m Near: 3m Near: 3.5 m
Eyebox size 120 mm x 60 mm 150 mm x 80 mm / 130 mm x 60 mm
Volume 85L 30L 14L 16 L
PGU Single LCD Two LCDs Two LCDs Single DLP
Distortion <3.05% <3.60% / <3.58%

Compared to the LCD as the PGU, the projection-type PGU makes it easier to prevent
damage caused by sunlight backflow and improves product reliability. However, it is also
a bit more expensive than the LCD when it comes to large-scale generation. The use of two
freeform mirrors also makes the whole system more complex, further increasing the cost.
Overall, it provides an alternative solution for AR-HUD design, and this design concept is
conducive to the development of automotive intelligent cockpits. In the future, there is still
room for AR-HUD improvement in terms of projection source heat dissipation, volume
control, and surface profile error control during mass production of large-size freeform
mirrors, in order to improve driving safety and man-machine efficiency.

6. Conclusions

This study proposes a new dual-focal-plane AR-HUD, which uses only a single
projection-type PGU and two freeform mirrors. We use the step-by-step optimization
approach for all sampled FOV points within the eyebox range and progressively constrain
the distortion at each FOV point. A fully automated analysis program was also written to
analyze the MTF and distortion values of the optical system over the entire eyebox range.
The performance analysis shows that the optimized AR-HUD optical performance meets
the requirements of the human eye. The maximum distortion values of the far field image
(10 m, 13° x 4°) is 3.15% and the maximum distortion value of the near field image (3.5 m,
13° x 1.4°) is 3.58% over the entire eyebox range. The MTF values of both the near-field
and far-field images are greater than 0.3. Finally, we also designed a projection lens for the
AR-HUD optical system, which realizes two different depths of image plane through three
plane mirrors to match the dual-focal-plane AR-HUD optical system. As the AR-HUD
moves toward the larger FOV and longer VID, the design method of using a single PGU
improves the efficiency of space utilization.
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