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Abstract: The paper proposes an equivalent optical scheme of an in-line digital holographic system for
particle recording and a mathematical model that establishes a one-to-one correspondence between
the dimensional and spatial parameters of a digital holographic image of a particle and the imaged
particle itself. The values of the model coefficients used to determine the real size and longitudinal
coordinate of a particle according to its holographic image are found by calibration. The model
was tested in field and laboratory conditions to calibrate a submersible digital holographic camera
designed to study plankton in its habitat. It was shown that four calibration measurements are
sufficient enough to determine the model coefficients, and the developed design of the submersible
digital holographic camera makes it possible to perform these measurements during the recording of
each hologram. In addition, this neither requires data on the refractive index of the medium with
particles nor on the parameters of the optical elements of the scheme. The paper presents the results
of marine experiments in the Kara Sea and the Laptev Sea, as well as in fresh water in laboratory
conditions and in Lake Baikal. The error in measuring the particle size in seawater without the use
of the model is 53.8%, while the error in determining their longitudinal coordinates is 79.3%. In
fresh water, the same errors were 59% and 54.5%, respectively. The error in determining the position
of a particle with the use of the designed mathematical model does not exceed 1.5%, and the error
in determining the size is 4.8%. The model is sensitive to changes in the optical properties of the
medium, so it is necessary to perform calibration in each water area, and one calibration is quite
sufficient within the same water area. At the same time, the developed design of the submersible
holographic camera allows, if necessary, calibration at each holographing of the medium volume
with particles.

Keywords: digital particle holography; in-line holographing scheme; imaging optical system; equivalent
optical scheme; mathematical model; calibration; submersible digital holographic camera

1. Introduction

Digital holography of particles is used to address various tasks both in laboratory and
field conditions. These may include the study of particles of different nature in various
media: plankton organisms [1–8], microplastic particles [9,10], gas bubbles in water [11–13],
aerosol particles [14–17], defects in optical crystals [1], erythrocytes [18–21] and others.
Particle holography typically uses an in-line hologram recording scheme [22–26], where
the volume of the medium with particles is illuminated with a coherent radiation beam
and a part of the radiation scattered on the particles represents an object wave, while the
radiation that passed without scattering is a reference wave (Figure 1). In the case of analog
(traditional) holography, a recording photomaterial is placed in the interference region
of these waves. The interference pattern of such reference and object waves recorded on
the photomaterial represents a hologram of the studied volume. Once the hologram is
illuminated by the reference wave, the real image of the medium volume with particles is
reconstructed, thus making it possible to measure the geometric parameters and spatial
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location of particles [22–28]. Digital CCD or CMOS cameras are used in digital holography
for hologram recording. In this case, the digital hologram represents a two-dimensional
array of discrete quantized intensity values of the interference pattern of the reference
and object waves. With the help of the diffraction integral, this array is used as the initial
field distribution for the numerical calculation of the intensity distribution in the volume
section located at a given distance [22–26]. Thus, the reconstruction of a set of images of
the medium volume cross-sections with a given pitch, which is determined by the required
spatial resolution, makes it possible to detect the images of all particles located in the
volume during hologram recording, and the coordinates of their focused images are taken
as the coordinates of particles at the stage of hologram recording. Usually, the location
of the focused image plane is taken as the longitudinal coordinate of a particle, and the
position of the center of gravity of the particle image in this plane indicates the transverse
coordinates of the particle [27]. Thus, the size, shape and spatial coordinates are determined
for each particle of the working volume in the plane of a sharp digital image.
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Figure 1. In-line scheme of digital hologram recording. 1—laser diode, 2 and 3—beam expander, 
4—reference wave, 5—particles, 6—object wave, 7—matrix of CCD/CMOS camera. 

 

 
Figure 2. Optical scheme of the imaging system equivalent to a digital holographic camera designed 
for measuring purposes. 1—porthole, 2—lens forming an object image, 3—reference beam with the 
radius of curvature R1 for hologram recording, 4—simulated beam with the radius of curvature R2 
for numerical reconstruction of images from a digital hologram, 5—equivalent optical system of a 
digital holographic camera with focal length F’ା, t and t′—arbitrary planes in the space of objects 
and images, respectively, relative to which the positions of objects and images are counted, M—
CCD (CMOS) matrix plane. I—digital hologram recording, II—image reconstruction from a digital 
hologram. 

  

Figure 1. In-line scheme of digital hologram recording. 1—laser diode, 2 and 3—beam expander,
4—reference wave, 5—particles, 6—object wave, 7—matrix of CCD/CMOS camera.

The in-line lensless digital holography assumes that the geometric and spatial parame-
ters of the reconstructed images of particles coincide with the parameters of the particles
themselves. However, this condition is not always fulfilled; for example, when recording
a hologram in situ, the divergence of the reference wave in the medium or the refractive
index of the medium in which the particle is located may be unknown [13,28].

To increase the representativeness of measurements, the transverse size of the reg-
istered volume (field of view) is increased in a natural holographic experiment using a
lens. In this case, the process of obtaining accurate data on the dimensional and spatial
characteristics of particles is further complicated. This is explained by the fact that particle
images formed by a lens with a certain magnitude serve the objects of holography in such
a scheme. In addition, such a scheme does not usually contain information on its optical
characteristics, such as the focal length, focal (working) segment, principal plane position,
refractive index of the medium and curvature of the wavefront of the reference wave in the
particle space.

The above characteristics can be determined during holographing in stationary labo-
ratory conditions, which makes it easier to solve the task of measuring the real sizes and
coordinates of the studied particles. However, it is quite difficult to determine and take into
account the above characteristics during the recording of holograms of particles of different
origins in natural conditions, for example, during the studies of plankton, gas bubbles and
settling particles performed from a vessel in the open ocean [29] using a submersible digital
holographic camera (DHC). Moreover, the experiments in natural conditions cause addi-
tional difficulties related to the accuracy of measurements, since it is not always possible
to take into account all the factors that may affect the imaging properties of a holographic
optical system and the results of the experiment. For instance, this may be a change in the
optical properties of water depending on its temperature and salinity, which may lead to a
distortion of holographic images and false measurements of particle sizes and coordinates.

To solve these problems, this paper proposes an equivalent optical scheme of an in-
line digital holographic system as an optical imaging system, as well as its mathematical
model built using a well-developed geometric optics apparatus. This model establishes a
one-to-one correspondence between the geometric and spatial characteristics of a particle
calculated on the basis of a digital holographic image and the real dimensions and coor-
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dinates of the holographing (displaying) particle itself. Such a model obviously requires
calibration [29]. This approach and the first testing of the method were proposed in our
work [30]. In this work, we further develop this method, give an example of such an
equivalent system for a specific natural study using a submersible digital holographic
camera (DHC) in the Kara Sea and present a set of results on the use of the described
method to improve the accuracy of natural data on the study of plankton in habitat.

2. Materials and Methods

Similar to our studies in [30], we use a generalized equivalent scheme (Figure 2), which
includes two stages, to describe the process of obtaining an image of a particle using a
digital holographic camera (DHC). At the first stage (I in Figure 2), the lens (2) constructs
a real image of particle (or other object), which is considered virtual with respect to the
matrix receiver M. It is evident that the lens changes the parameters of both the reference
and object waves, and, therefore, the parameters of their interference pattern, which is
registered at the matrix receiver and is transmitted to the computer as a two-dimensional
array of discrete quantized values of the intensity distribution (digital hologram). The
second stage (II in Figure 2) is fully digital, implying the numerical reconstruction of images
from a digital hologram [22–25]. Thus, the equivalent imaging optical system (5, Figure 2)
represents a two-stage imaging optical system and implements two processes contributing
to the formation of an optical image. The main parameters of this formal optical system,
i.e., the equivalent focal length, decentering and magnification, are determined by a set of
parameters of a holographic scheme and software for holographic image reconstruction:

• Lens characteristics (2);
• Receiver position—M;
• Radius of curvature of a reference beam—R1;
• Angle of incidence of a reference beam—θ1;
• Radiation wavelength at the recording stage—λ1;
• Radius of curvature of a virtual reconstruction beam—R2;
• Angle of incidence of a virtual reconstruction beam—θ2 (does not always coincide

with θ1);
• Virtual radiation wavelength at the reconstruction stage—λ2.
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Figure 2. Optical scheme of the imaging system equivalent to a digital holographic camera designed
for measuring purposes. 1—porthole, 2—lens forming an object image, 3—reference beam with the
radius of curvature R1 for hologram recording, 4—simulated beam with the radius of curvature R2 for
numerical reconstruction of images from a digital hologram, 5—equivalent optical system of a digital
holographic camera with focal length F′

+, t and t’—arbitrary planes in the space of objects and images,
respectively, relative to which the positions of objects and images are counted, M—CCD (CMOS)
matrix plane. I—digital hologram recording, II—image reconstruction from a digital hologram.



Photonics 2024, 11, 73 4 of 15

In our work, we use the most common in-line scheme in the holography of particles
(Figure 1), in which the angles θ1 and θ2 coincide and equal zero. Further, we will consider
particularly this case: θ1 = θ2 = 0.

The measurements of geometric parameters and coordinates are performed in a recon-
structed holographic image of a particle. The reliable knowledge of the size and position
of the studied particle in the space requires the solution of an inverse problem using the
measured holographic data as the input data. It is clear that there is a need to calculate the
return path of beams through an equivalent optical system. This requires the maximum
accurate knowledge of the above parameters of the optical system.

Since the result of holographing and subsequent reconstruction is particle imaging,
then it could be argued that a digital holographic system is an imaging optical system.
Then, the task of determining the above parameters can be significantly simplified by using
the known formulas of geometric optics, in particular Newton’s formula.

On the other hand, this task is complicated by the fact that in a real holographic
experiment, the optical parameters of the system do not coincide for various reasons
when we record a hologram and reconstruct an image. This may be caused by the use
of a projection lens (2) (Figure 2) at the hologram recording stage, the introduction of
additional optical elements into the registration scheme (portholes, prisms, calibers), the
lack of information on the refractive index of the medium with the particles and, as a result,
inaccurate data on the shape of the wavefront (beam divergence) at the hologram recording
stage. This means that during the image reconstruction, a digital hologram will serve
as another optical system with optical properties depending on the mismatch of system
parameters in hologram recording and image reconstruction.

Thus, a new optical system is formed as a result of the composition of two optical
systems, whose characteristics are determined by the optical forces of the used components
and the distance between them [31]. The optical scheme of such a system is shown in
Figure 3, which was previously described in our work [30]. Here, we will consider in more
detail the assessment of the error of using an equivalent optical system and the peculiarities
of its application in various conditions. In geometric-optical calculation using Newton’s
formula [31–34], the distances in the object space x and the image space x′ are counted
from the front and back focal planes, i.e., planes perpendicular to the optical axis in which
the front F and back F′ focuses are located, respectively (Figure 3). The object space in
the considered natural optical experiment using a submersible digital holographic camera
(DHC) represents an aqueous medium with an unknown refractive index with the studied
particles, while the position of the focuses, as well as the values of the front f and back f ′

focal lengths of the optical system, are unknown. Therefore, let us write formal expressions
for an ideal optical system using an arbitrary starting point of distances, both in object and
image spaces.

The following are chosen as the reference planes t and t′ to measure the segments
in the equivalent DHC optical scheme: t is the outer surface of a porthole separating the
medium with the particles (water) from the medium with the lens and the recording matrix
(inner cavity of a camera, air), while t′ coincides with the surface of the recording matrix M
(Figure 2). In this case, the segments in the object space are marked in water, while in the
image space, they are marked in air. The equivalent optical scheme (Figure 3) is built in
such a way that the position of the front focal plane is set by the segment x0 marked from
the plane t, while in the image space, the plane t′ is set by the segment x0

′ from the back
focal plane. Let x′M0 be the segment at which the recording matrix of the camera (plane M)
is set from the back focus F’.

Let us consider the case when the position of the i object (particle) with the size yi in
the object space is set by the segment xt

i . Then, for the segment xi setting the position of this
object relative to the front focus and for the segment x′ i setting the position of the image
plane of the i object relative to the back focus, we can write the ratios obvious from Figure 3:

xi = xt
i − x0, (1)
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x′ i = x′t
′

i − x′0, (2)

where x′t
′

i —segment setting the position of the image of the i object relative to the plane t′.
The size of this image y′ i = βi·yi by determining the magnification βi of the optical system.
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Figure 3. Geometric-optical calculation of an equivalent optical system with Newton’s formula in
arbitrary coordinates. Legends: front H and back H′ main planes, arbitrary planes in the space of
objects t and images t′, relative to which the positions of objects (line segment x0) and images (line
segment x0

′) are counted, respectively; front F and back F′ focuses, vertices of the first O and last O′

optical surface, front SF and back S′
F′ focal distances and segments SH and S′

H′ specify the position
of the main planes relative to O and O′, respectively. M—plane of the DHC matrix position, front f
and back f′ focal lengths. Red and green lines—the path of rays in the optical system to construct an
image of an object.

Following Newton’s formula, we can write

xi·x′ i = f · f ′. (3)

Note here that in the general case f ̸= − f ′, since there may be different media (water and
air, as in the case of the DHC) in the object and image spaces, different optical systems
may be used (for example, porthole and prism systems, as in the case of the DHC with a
“folded” configuration [1,29]).

For magnification, taking into account (1) and (2), we obtain the following ratios:

βi = − f /xi = − f /
(

xt
i − x0

)
, (4)

βi = −x′ i/ f ′ = −
(

x′t
′

i − x′0
)

/ f ′. (5)

By substituting the ratios (1) and (2) into (3), we obtain Newton’s formula for the
considered case of random positions of the planes t and t′, from which the segments in the
object and image spaces are set:(

xt
i − x0

)
·
(

x′t
′

i − x′0
)
= f · f ′. (6)

The ratios (4), (5) and (6) may be used to calibrate the considered optical system
equivalent to a digital holographic measuring system. Indeed, they can be used for the
ratios of the size yi and the position xt

i of an arbitrary object:

yi = y′ i/βi = −y′ i· f ′/
(

x′t
′

i − x′0
)

, (7)

xt
i = f · f ′/

(
x′t

′

i − x′0
)
+ x0. (8)
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The simplest method of calibration is the interpolation of dependencies:

xt = xt
(

x′t
′)

and β = β
(

x′t
′)

. (9)

The exact view of the interpolation polynomial from (8) to describe the dependency
xt
(

x′t
′)

is written as follows:

xt
(

x′t
′)

= A + B/
(

x′t
′
− C

)
. (10)

From the Formula (7), we obtain the exact kind of interpolation polynomial to describe
the dependency β

(
x′t

′)
:

β
(

x′t
′)

= −
(

x′t
′
− C

)
/D, (11)

where A, B, C, D—some coefficients.
While determining the coefficients A, B, C, D based on a digital holographic exper-

iment, the difference in the shape of the recording and reconstruction beams will be
automatically taken into account, and thus, there will be no need to know the refractive
index of the medium in which the particles are located. This significantly increases the
reliability of the measured parameters, since it is obvious that when we use a lens (for exam-
ple, in the DHC), a converging reference beam with unknown convergence is used during
recording, while the flat one is used in numerical reproduction for ease of calculation. In
fact, expressions (10) and (11) represent a mathematical model using a well-developed
geometric optics apparatus. Such a mathematical model establishes the desired one-to-one
correspondence between the digital holographic image of a particle and the holographing
(displaying) particle itself.

The task of finding coefficients is solved by calibration in both laboratory and real
conditions. For calibration, we use test particles in the form of opaque squares with a side of
500 µm, placed photolithographically on a glass plate with a thickness of 2.65 mm (calibers,
Figure 4a). The DHC design provides the fixation of four calibers (Figure 4b). The positions
of the test particles in the object space are set structurally by segments xt

1, xt
2, xt

3, xt
4 from

the reference position t coinciding with the outer surface of a submersible DHC porthole
(Figures 2 and 3). The sizes of test particles are y1 = y2 = y3 = y4 = 500 µm, and thus the
increase in the optical system for these particles will be β1, β2, β3, β4, respectively. If a
hologram of four test particles is recorded on a matrix, then the sizes y′1, y′2, y′3, y′4 of the

images of particles reconstructed from digital holograms and distances x′t
′

1 , x′t
′

2 , x′t
′

3 , x′t
′

4
from the reference point t′ coinciding with plane M of the digital hologram recording to
these images will be defined during numerical reconstruction. When reconstructing the
holographic image shown in Figure 4c, a spatial frequency method was used to suppress
the twin-image effect [35].

In real experiments, the refractive indices of the medium where the studied particles
(fresh water, sea water or air) are located differ from the refractive index of the glass, so it is
necessary to take into account the refractive index of the medium nwg relative to the glass
of the calibers and prisms. Note that the portholes are not included in the studied volume.
The segments in the space of objects are counted from the first surface of a porthole of the
recording unit (point O, Figure 3), so they are simply included in the optical system. Then,

xt = xt
w − xt

g
(
ngw − 1

)
, (12)

where xt
w—geometric coordinate of the particle in the medium, xt

g—thickness of the optical
elements of the working volume. Let us define ngw with coefficient E, then the expression
(10) will be as follows:

xt
w − xt

g(E − 1) = A + B/
(

x′t
′
− C

)
, (13)
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Thus, in order to determine the calibration coefficients A, B, C, D, E for the considered
digital holographic system, it is necessary to solve the following system of nonlinear equations:

x1
t
w − x1

t
g(E − 1) = A + B

x1
′ t′−C

x2
t
w − x2

t
g(E − 1) = A + B

x2
′ t′−C

x3
t
w − x3

t
g(E − 1) = A + B

x3
′ t′−C

x4
t
w − x4

t
g(E − 1) = A + B

x4
′ t′−C

y1 = − y′1·D
x′ t

′
1 −C

(14)

Of the first four equations of the system (14), one of the numerical methods can be
used to find a solution for coefficients A, B, C, E. The last equation in (14) allows us to define
the coefficient D by using the found value C. In this case, as the system shows (14), four
calibration measurements are used, i.e., there is no need for a fifth caliber. Thus, the optimal
number of calibration measurements is 4, and they can be performed by a simultaneous
recording of four calibers per one hologram. To do that, 4 calibers are placed in the beam
illuminating the studied volume of the medium with particles (Figure 4b). Such calibration
does not require reliable knowledge of the optical properties of the components and media
(in this case water, glass and air) included in the equivalent optical scheme. At the same
time, based on the change in the calibration coefficients, it is possible to detect a change in
the optical properties of the medium where the measurements are made.
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Figure 4. (a) Caliber: a test particle placed on a glass plate in a structural design. (b) DHC with
calibers (indicated by arrows). Red shows the path of a laser beam illuminating the studied volume
with particles. (c) Digital hologram recorded at station No. 6939 at a depth of 24.91 m, and images
reconstructed from this hologram: 1–4—images of test particles of four calibers, 5–6—images of
plankton particles reconstructed from the same hologram.

Indeed, coefficients A, B, C, D, E—values with apparent optical interpretation:
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• A = x0—segment set from the front focal plane, which specifies the position of the
reference point in the object space (plane t);

• B = f · f ′—product of the front f and back f ′ focal lengths of the equivalent optical sys-
tem;

• C = x′0—segment set from the back focal plane, which specifies the position of the
reference point in the image space (plane t′);

• D = f ′—value of the back focal length of the optical system;
• E = ngw—refractive index of the medium relative to the glass of calibers and prisms.

After finding coefficients A, B, C, D, E, it is possible to determine the position and size
of particles, using expressions (11) and (13). These measurements are indirect, and the
relevant values represent the functions of the measured values x′t

′
and y′:

xt
w

(
x′t

′)
= xt

g(E − 1) + A + B/
(

x′t
′
− C

)
, (15)

y
(

x′t
′
, y′

)
= −y′·D/

(
x′t

′
− C

)
. (16)

Since the images of the volume cross-sections are reconstructed from a hologram
at a fixed pitch along the longitudinal coordinate and the transverse coordinates and
dimensions are also determined discretely, there is an error in determining the coordinates
and sizes of particles. The error associated with such sampling in the measurement of x′t

′

and y′ is defined as follows:

δxt
w = ±

∣∣∣∂xt
w/∂x′t

′ ∣∣∣δx′t
′
= ±

∣∣∣∣B/
(

x′t
′
− C

)2
∣∣∣∣δx′t

′
, (17)

δy = ±
[∣∣∣∂y/∂x′t

′ ∣∣∣δx′t
′
+

∣∣∂y/∂y′
∣∣δy′

]
= ±

[∣∣∣∣y′·D/
(

x′t
′
− C

)2
∣∣∣∣δx′t

′
+

∣∣∣D/
(

x′t
′
− C

)∣∣∣δy′
]

, (18)

where ∂xt
w/∂x′t

′
, ∂y/∂x′t

′
, ∂y/∂y′ —partial derivatives xt

w

(
x′t

′)
and y

(
x′t

′
, y′

)
according

to arguments x′t
′

and y′, and δx′t
′

and δy′—sampling interval (pitch) during reconstruction.
To find a random error of indirect measurements, the following formulas can be used:

∆xt
w = ±

√(∣∣∣∂xt
w/∂x′t

′
∣∣∣∆x′t

′
)2

= ±
(

B/
(

x′t
′
− C

)2
)

∆x′t
′
. (19)

∆y = ±
√(∣∣∣∂y/∂x′t

′
∣∣∣∆x′t

′
)2

+
(
|∂y/∂y′|∆y′

)2
=

±

√(
y′·D·∆x′t

′
/
(

x′t
′ − C

)2
)2

+
(

D·∆y′/
(

x′t
′ − C

))2
,

(20)

where ∆x′t
′

and ∆y′—confidence intervals at given confidence probabilities for arguments
x′t

′
and y′. It should noted that the confidence intervals ∆x′t

′
and ∆y′ should be taken with

the same confidence probability p, then the reliability for the confidence interval ∆y′ will
also be p.

The estimates of the total error of measurement results:

∆xt
w =

√
(∆xt

w)
2 + (δxt

w)
2 (21)

∆y = ±
√
(∆y)2 + (δy)2 (22)

In this paper, all confidence intervals are taken with the same confidence probability
p = 95%. The average values measured during calibration were calculated based on
ten measurements.
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3. Results

This paper presents the results of calibration experiments performed in both field
and laboratory conditions. The results of field experiments were obtained during two
expeditions to study plankton using a digital holographic camera: in the Arctic in October
2020 and on Lake Baikal in February 2022 (51◦53′54.42′′ N 105◦03′53.46′′ E). During the
Arctic expedition, the digital holograms of calibers (a square of yc = 500 µm on side)
were recorded by submerging in sea water at three stations—No. 6935 (74◦22′57.2′′ N
72◦53′04.3′′ E) in the Kara Sea (Ob river estuary) on 2 October 2020, No. 6939 (77◦17′04.4′′ N
122◦05′44.7′′ E) on 6 October 2020 and No. 6952 (76◦53′29.4′′ N 127◦47′34.8′′ E) in the
Laptev Sea on 9 October 2020. In laboratory conditions, the calibers were registered both in
the air and with the camera submerged in fresh water.

The holograms of calibers were recorded when the DHC was submerged at different
depths during field calibration experiments. Digital holograms are recorded using radiation
with a wavelength of 650 nm and a CMOS camera with a frame size of 2048 × 2048 pixels
and a pixel size of 3.45 µm. The diameter of the illuminated area is 35 mm, and the size
of the field of view is determined by the shape of the matrix and makes 24.7 × 24.7 mm.

The positions of the planes of the best (most focused) caliber images x′t
′

1 = x′M1 , x′t
′

2 = x′M2 ,

x′t
′

3 = x′M3 , x′t
′

4 = x′M4 in relation to the position of a matrix and the size (square side) of a
caliber y′1 were determined from the reconstructed images of calibers (Table 1). The position
of the best image plane of particles was determined visually by an operator according
to the best image sharpness. The image size (square side) of the caliber test particle was
determined by counting the number of pixels along the image side and multiplying by the
pixel size of the used digital camera (3.45 µm). Indeed, to calculate the field distribution in
the reconstructed images, we use the convolution method [22–25]. In this case, the pixel
size in the hologram (camera) is equal to the pixel size in the image [22,23]; there is no
scaling, and therefore, we use the pixel size of the camera. Then, by calibration, we find the
magnification factor β (Formula (11)) of the equivalent optical system, i.e., we can define
the actual pixel size in the image. The mean values x′Mi and y′1 are calculated from ten
measurements (ten digital holograms recorded at different depths were used). In this case,
δx′t

′
= 0.1 mm (pitch of the reconstruction of the images of sections of the registered volume

from a digital hologram) and δy′ = 3.45 µm (pixel size of the recording camera). Table 1

shows the total measurement error ∆x′Mi and ∆y’i, calculated using Formulas (21) and (22).

Table 1. Results of the DHC calibration under various conditions.

Station
No. 6935, Kara
Sea, 2 October

2020

No. 6939,
Laptev Sea, 6
October 2020

No. 6952,
Laptev Sea, 9
October 2020

Laboratory,
without
Water

Laboratory,
Fresh Water

Lake Baikal, 18
February 2022

x′M1 ± ∆x′M1 , mm 52.8 ± 0.1 52.9 ± 0.1 52.8 ± 0.1 55.2 ± 0.1 52.5 ± 0.2 44.9 ± 0.1

x′M2 ± ∆x′M2 , mm 72.0 ± 0.1 72.4 ± 0.1 72.5 ± 0.1 79.9 ± 0.1 70.9 ± 0.2 61.6 ± 0.4

x′M3 ± ∆x′M3 , mm 168.2 ± 0.2 170.1 ± 0.3 170.8 ± 0.5 182.7 ± 0.3 160.1 ± 0.4 171.4 ± 0.7

x′M4 ± ∆x′M4 , mm 189 ± 2 190.3 ± 0.5 189.1 ± 0.7 209.1 ± 0.3 183 ± 1 202.7 ± 0.9
y’1 ± ∆y’1, µm 229 ± 4 231 ± 4 231 ± 4 227 ± 4 220 ± 4 205 ± 4

A 5947 7356 16,971 5376 3609 1759
B −5,331,085 −8,340,704 −45,588,774 −5,618,777 −1,839,368 −602,189
C −852 −1090 −2642 −1001 −465 −309
D −1976 −2473 −5834 −2326 −1176 −863
E 1.30 1.26 1.16 1.61 1.48 1.50

In the described field experiments, we used the DHC with an in-line scheme but with
a “folded” configuration of the working volume, which has small-sized unit compared to
a linear in-line holographic scheme. The prisms ensured the four passes of the working
volume with a laser beam (2, Figure 5).
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The calibers (3) were located in the registered volume of the DHC in positions determined
by the segments (Figure 5) defined at the design stage: x1

t
w = r1 = 57.5 mm, x1

t
g = 0, x2

t
w =

r1 +d + r2 = 180.65 mm, x2
t
g = d = 2.65 mm, x3

t
w = r1 + 2d + r2 + 2r3 + 3l + 2r4 = 816.3 mm,

x3
t
g = 2d + 3l = 305.3 mm, x4

t
w = r1 + 3d + 2r2 + 2r3 + 3l + 2r4 = 921.45 mm and

x4
t
g = 3d + 3l = 307.95 mm. Here, d—thickness of the caliber glass plate and l—path

traveled by the beam in the prism. Note that the DHC configuration in the expedition
on Lake Baikal was different in the size of the studied volume and location of calibers:
x1

t
w = 57.5 mm, x2

t
w = 135.5 mm, x3

t
w = 658.35 mm and x4

t
w = 736.35 mm.

To solve the system of nonlinear Equation (14), the Levenberg–Marquardt algo-

rithm [36,37] was applied, and the values x′Mi and y’1 averaged over ten holograms were
used. The results are shown in Table 1.

Thus, using the obtained coefficients A, B, C, D, the expressions (16) and (17) and data
(coordinates and size) obtained from reconstructed holographic images of particles, it is
possible to determine the true coordinates of the particle and its size.

As an example, Figure 4c shows a digital hologram of calibers recorded at station
No. 6939 (Laptev Sea) at a depth of 24.91 m and the reconstructed images of test caliber
particles (1–4) and plankton particles (5–6). The size yi of test and plankton particles,
taking into account the coefficients A, B, C, D, E from Table 1 for a given station, were
adjusted according to Formula (16) and reflected in Table 2. The position xi

t
w of particles

was calculated using Formula (15). The total errors ∆xi
t
w and ∆yi were determined by

Formulas (21) and (22), respectively.
For comparison, Table 2 also shows the calculation of size and position of particles

recorded at station No. 6939 using coefficients A, B, C, D, E obtained at other stations and
in laboratory conditions in fresh water. The relative error is shown in parentheses.

Table 3 shows the size yi and position xt
wi of corrected test particles, taking into account

coefficients A, B, C, D, E from Table 1 for the station at Lake Baikal.
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Table 2. Size and position of particles, whose reconstructed images are shown in Figure 4b, recorded
at station No. 6939, determined without taking into account coefficients A, B, C, D, E (y′ i and

x′t
′

i , respectively) and corrected with respect to coefficients A, B, C, D, E from Table 1 (yi and xi
t
w,

respectively). The error (%) is shown in parentheses.

For i Particle in Figure 4 1st Caliber 2nd Caliber 3rd Caliber 4th Caliber
Plankton
Particle
(5,
Figure 4)

Plankton
Particle
(6,
Figure 4)

x′ t′
i ± ∆x′ t′

i ,
obtained for the station No. 6939
(
(∣∣∣x′ t′

i − xi
t
w

∣∣∣/xi
t
w

)
·100, %)

52.9 ± 0.1 mm
(8%)

72.4 ± 0.1 mm
(59.9%)

170.1 ± 0.3 mm
(79.2%)

190.3 ± 0.5 mm
(79.3%) 181.2 mm 183.7 mm

xi
t
w(6939) ± ∆xi

t
w(6939)

considering coefficients obtained at the station

No. 6939 (
(

∆xi
t
w(6939)/xi

t
w(6939)

)
·100, %)

57.5 ± 0.8 mm
(1.4%)

180.7 ± 0.9 mm
(0.5%)

816 ± 2 mm
(0.2%)

921 ± 2 mm
(0.3%) 876 ± 2 mm 890 ± 2 mm

xi
t
w(water) ± ∆xi

t
w(water)

considering coefficients obtained in laboratory
conditions in water
(
(∣∣∣xi

t
w(water) − xi

t
w(6939)

∣∣∣/xi
t
w(6939)

)
·100, %)

60.2 ± 0.8 mm
(4.7%)

190.2 ± 0.9 mm
(5.3%)

862 ± 1 mm
(5.6%)

953 ± 2 mm
(3.8%)

914 ± 2 mm
(4.3%)

925 ± 2 mm
(3.9%)

xi
t
w(6935) ± ∆xi

t
w(6935)

considering coefficients obtained at the station
No. 6935
(
(∣∣∣xi

t
w(6935) − xi

t
w(6939)

∣∣∣/xi
t
w(6939)

)
·100, %)

58.2 ± 0.8 mm
(1.2%)

183.7 ± 0.9 mm
(1.7%)

826 ± 2 mm
(1.2%)

928 ± 3 mm
(0.8%)

883 ± 2 mm
(0.8%)

895 ± 2 mm
(0.6%)

xi
t
w(6952) ± ∆xi

t
w(6952)

considering coefficients obtained at the station
No. 6952
(
(∣∣∣xi

t
w(6952) − xi

t
w(6939)

∣∣∣/xi
t
w(6939)

)
·100, %)

58.1 ± 0.8 mm
(1%)

182.2 ± 0.9 mm
(0.8%)

812 ± 2 mm
(0.5%)

921 ± 3 mm
(0%)

876 ± 2 mm
(0%)

891 ± 2 mm
(0.1%)

y′ i ± ∆y’i ,
considering coefficients obtained at the station
No. 6939 ((|y′ i − yc |/yc)·100, %)

231 ± 4 µm
(53.8%)

232 ± 4 µm
(53.6%)

231 ± 4 µm
(53.8%)

231 ± 4 µm
(53.8%) 424.35 µm 376.05 µm

yi(6939) ± ∆yi(6939) considering coefficients
obtained at the station No. 6939
(
(∣∣yi(6939) − yc

∣∣/yc
)
·100, %)

500 ± 8 µm
(0%)

498 ± 8 µm
(0.4%)

489 ± 7 µm
(2.2%)

486 ± 7 µm
(2.8%) 893 ± 7 µm 791 ± 7 µm

yi(water) ± ∆yi(water) considering coefficients
obtained in laboratory conditions in water
(
(∣∣yi(water) − yi(6939)

∣∣/yi(6939)
)
·100, %)

525 ± 8 µm
(5%)

506 ± 8 µm
(1.2%)

430 ± 8 µm
(14%)

415 ± 8 µm
(17%)

772 ± 8 µm
(6.4%)

682 ± 8 µm
(8.7%)

yi(6935) ± ∆yi(6935) considering coefficients
obtained at the station No. 6935
(
(∣∣yi(6935) − yi(6939)

∣∣/yi(6939)
)
·100, %)

504 ± 8 µm
(0.8%)

494 ± 8 µm
(1.2%)

448 ± 8 µm
(10.4%)

439 ± 8 µm
(12.2%)

811 ± 8 µm
(1.7%)

717 ± 8 µm
(1.8%)

yi(6952) ± ∆yi(6952) considering coefficients
obtained at the station No. 6952
(
(∣∣yi(69352) − yi(6939)

∣∣/yi(6939)
)
·100, %)

498 ± 8 µm
(0.4%)

496 ± 8 µm
(0.8%)

481 ± 8 µm
(3.8%)

476 ± 8 µm
(4.8%)

877 ± 8 µm
(1.7%)

776 ± 8 µm
(1.8%)

Table 3. Size and position of calibers determined without coefficients A, B, C, D, E (y′ i and x′t′i , respec-
tively) and corrected with regard to coefficients A, B, C, D, E from Table 1 (yi and xt

wi, respectively)
for the station at Lake Baikal. The error (%) is shown in parentheses.

For i Particle in
Figure 4 1st Caliber 2nd Caliber 3rd Caliber 4th Caliber

x′t
′

i ± ∆x′t
′

i , mm
44.9 ± 0.1
(21.9%)

61.6 ± 0.4
(54.5%)

171.4 ± 0.7
(52.2%)

202.7 ± 0.9
(53.5%)

xi
t
w ± ∆xi

t
w, mm 57.5 ± 0.6 (1%) 136 ± 2 (1.5%) 658 ± 2 (0.3%) 736 ± 2 (0.3%)

y′ i ± ∆y’i, µm 205 ± 4 (59%) 214 ± 4 (57.2%) 278 ± 5 (44.4%) 287 ± 8 (42.6%)
yi ± ∆yi, µm 500 ± 9 (1.8%) 498 ± 8 (1.6%) 500 ± 7 (1.4%) 484 ± 10 (3.2%)

4. Discussion

Coefficients A, B, C, D characterize the equivalent optical system of the DHC camera
taking into account the medium in which holograms are recorded. An equivalent DHC
optical scheme shown in Figure 6 can be built for the station No. 6939 in the Laptev Sea.
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Note that the obtained results (Table 1) show that the coefficient E for the experiment
without water, in fresh and in sea water (stations No. 6935 and No. 6939), is different,
which indicates a different refractive index of the media in which the holograms were
recorded. If necessary, this can be used to detect the difference in optical (and, therefore,
hydrophysical) properties of media without the use of additional measuring tools.

The large values of coefficients A, D, C are explained by the fact that the equivalent
scheme is an almost afocal system that converts a parallel light beam into a parallel one. The
word “almost” here means the uncertainty associated with the divergence of the reference
beam during hologram recording. Therefore, the error in determining the longitudinal
coordinates may strongly be affected by the error in the applied calculation methods and
the inaccuracy of estimating the values of parameters. Formulas (17), (19) and (21) show
that the total error in defining the position of particle ∆xt

w depends on the position of
particle x′t

′
, defined through a holographic experiment and the error value of its definition

∆x′t
′
. A random error ∆xt

w contributes the most to the total error ∆xt
w. In turn, the error of

measuring the longitudinal coordinates of particles based on images reconstructed from
digital holograms ∆xt

w increases with an increase in the distance from a hologram to an
image of a particle numerically reconstructed from it [27].

The total error in determining the size of a particle ∆y has more complex dependence
(Formulas (18), (20) and (22)) in comparison with ∆xt

w, and depends on the following
values determined from a holographic experiment: particle position x′t

′
and its error ∆x′t

′

and particle size y′ and its error ∆y′. The minimum value ∆y = 7 µm is determined by a
sampling error δy′ = 3.45 µm, which is the pixel size of the recording camera. It is possible
to reduce the error in determining the particle size by replacing it with a smaller-pixel
camera or by using numerical methods to increase the resolution of an image reconstructed
from a digital hologram [38–41].

Let us consider the data obtained on Lake Baikal (Table 3). The error in determining
the position of a particle does not exceed 1.5%, and the error in determining the particle
size is 3.2%. The values of the coefficient E (Table 1), which determines the refractive index
of the medium nwg relative to the glass of calibers and prisms, are quite close for stations in
Lake Baikal and measurements in laboratory fresh water within the measurement error
(E = 1.48 ± 0.05 for fresh water, E = 1.50 ± 0.05 for Lake Baikal). This confirms the fact
that the results of calibration performed in fresh water in the laboratory can be used for the
experiments in Lake Baikal, where the water is also fresh.

The computational experiment in Table 2 shows that if we use the coefficients A, B, C, D, E
obtained during fresh water calibration to determine the size and position of particles
recorded in sea water (station No. 6939), the error in determining the position of particles
increases to 5.6%, and the size to 17%. The error in determining the size and position
of particles when we use the calibration results in water areas of different seas is also
quite high. When we use the coefficients obtained at station No. 6935 to determine the
parameters of particles recorded at station No. 6939, the error in determining the position
of particles increases to 1.7%, and the size to 12.2%. The calibration experiment in the
water area of the same sea at stations No. 6939 and No. 6952 (Laptev Sea) shows that the
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error in determining the position of particles does not exceed 1%, and the size of particles
does not exceed 4.8%. Thus, it may be concluded that calibration should be performed
in each water area with one calibration experiment, the results of which can be further
applied to all stations of this water area. An important condition for the use of calibration
for different stations in the same water area is the same refractive index of the medium (or
the conductivity of water). Calibration can be performed in laboratory conditions, but the
salt composition of water in the laboratory must correspond to the composition of water
used in the marine experiment.

5. Conclusions

The paper presents an equivalent optical imaging system of a digital holographic
camera for recording particles. This equivalent scheme made it possible to build a mathe-
matical model for the in-line scheme that establishes a one-to-one correspondence between
the dimensional and spatial parameters of the particle digital holographic image and the
displaying particles itself. The model coefficients to determine the real size and longitudinal
coordinate of a particle based on its holographic image are found by calibration. Field
experiments confirmed that the optimal number of calibration measurements to determine
the model coefficients (calibers used in simultaneous holographing per one hologram) is
four. This does not require data on the optical properties of the components and media (in
this case, water, glass and air) included in the equivalent optical scheme. In addition, based
on the change in the calibration coefficients, it is possible to detect a change in the optical
properties of the medium where the measurements are made.

The developed mathematical model clearly demonstrates that an error in determining
the position of a particle does not exceed 1.5%, and its size does not exceed 4.8%. Failure to
consider the developed model leads to errors in determining the size of particles (59%) and
the position of particles (54.5%) for the case of fresh water. For marine experiments, the
failure to consider the model leads to errors (53.8% in terms of particle size and 79.3% in
terms of coordinates).

The experiments in field and laboratory conditions showed that for the developed
mathematical model, one calibration is quite sufficient within the same water area, since
the error in determining the position and size of particles in different places and depths of
the water area changes slightly. Calibration may be performed in laboratory conditions,
but the salt composition and optical parameters of laboratory water must correspond to
the parameters of water in the natural experiment.
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3. Walcutt, N.L.; Knörlein, B.; Cetinić, I.; Ljubesic, Z.; Bosak, S.; Sgouros, T.; Montalbano, A.L.; Neeley, A.; Menden-Deuer, S.; Omand,
M.M. Assessment of holographic microscopy for quantifying marine particle size and concentration. Limnol. Oceanogr. Methods
2020, 18, 516–530. [CrossRef]

4. Memmolo, P.; Carcagnì, P.; Bianco, V.; Merola, F.; Goncalves da Silva Junior, A.; Garcia Goncalves, L.M.; Ferraro, P.; Distante, C.
Learning Diatoms Classification from a Dry Test Slide by Holographic Microscopy. Sensors 2020, 20, 6353. [CrossRef] [PubMed]

5. Malkiel, E.; Sheng, J.; Katz, J.; Strickler, J.R. The three-dimensional flow field generated by a feeding calanoid copepod measured
using digital holography. J. Exp. Biol. 2003, 206, 3657–3666. [CrossRef]

6. Hobson, P.R.; Watson, J. The principles and practice of holographic recording of plankton. J. Opt. A Pure Appl. Opt. 2002, 4, 362.
[CrossRef]

7. Katz, J.; Sheng, J. Applications of Holography in Fluid Mechanics and Particle Dynamics. Annu. Rev. Fluid Mech. 2009, 42, 531–555.
[CrossRef]

8. Graham, G.W.; Nimmo Smith, W.A.M. The application of holography to the analysis of size and settling velocity of suspended
cohesive sediments. Limnol. Oceanogr. Methods 2010, 8, 1–15. [CrossRef]

9. Zhu, Y.; Hang Yeung, C.; Lam, E.Y. Digital holographic imaging and classification of microplastics using deep transfer learning.
Appl. Opt. 2021, 60, A38. [CrossRef]

10. Bianco, V.; Memmolo, P.; Carcagnì, P.; Merola, F.; Paturzo, M.; Distante, C.; Ferraro, P. Microplastic Identification via Holographic
Imaging and Machine Learning. Adv. Intell. Syst. 2020, 2, 1900153. [CrossRef]

11. Talapatra, S.; Sullivan, J.; Katz, J.; Twardowski, M.; Czerski, H.; Donaghay, P.; Hong, J.; Rines, J.; McFarland, M.; Nayak, A.R.;
et al. Application of in-situ digital holography in the study of particles, organisms and bubbles within their natural environment.
In Proceedings of the SPIE—The International Society for Optical Engineering, Baltimore, MD, USA, 12 June 2012; Hou, W.W.,
Arnone, R., Eds.; SPIE: Bellingham, WA, USA, 2012; Volume 8372, pp. 837205-1–837205-17.

12. Shao, S.; Li, C.; Hong, J. A hybrid image processing method for measuring 3D bubble distribution using digital inline holography.
Chem. Eng. Sci. 2019, 207, 929–941. [CrossRef]

13. Wu, Y.; Zhang, H.; Wu, X.; Cen, K. Quantifying bubble size and 3D velocity in a vortex with digital holographic particle tracking
velocimetry (DHPTV). Flow Meas. Instrum. 2020, 76, 101826. [CrossRef]

14. Kemppinen, O.; Laning, J.C.; Mersmann, R.D.; Videen, G.; Berg, M.J. Imaging atmospheric aerosol particles from a UAV with
digital holography. Sci. Rep. 2020, 10, 16085. [CrossRef] [PubMed]

15. Fugal, J.P.; Shaw, R.A. Cloud particle size distributions measured with an airborne digital in-line holographic instrument. Atmos.
Meas. Tech. 2009, 2, 259–271. [CrossRef]

16. Wu, Y.-C.; Shiledar, A.; Li, Y.-C.; Wong, J.; Feng, S.; Chen, X.; Chen, C.; Jin, K.; Janamian, S.; Yang, Z.; et al. Air quality monitoring
using mobile microscopy and machine learning. Light Sci. Appl. 2017, 6, e17046. [CrossRef] [PubMed]

17. Beals, M.J.; Fugal, J.P.; Shaw, R.A.; Lu, J.; Spuler, S.M.; Stith, J.L. Holographic measurements of inhomogeneous cloud mixing at
the centimeter scale. Science 2015, 350, 87–90. [CrossRef]

18. Kim, Y.; Kim, J.; Seo, E.; Lee, S.J. AI-based analysis of 3D position and orientation of red blood cells using a digital in-line
holographic microscopy. Biosens. Bioelectron. 2023, 229, 115232. [CrossRef]

19. O’Connor, T.; Shen, J.-B.; Liang, B.T.; Javidi, B. Digital holographic deep learning of red blood cells for field-portable, rapid
COVID-19 screening. Opt. Lett. 2021, 46, 2344. [CrossRef]

20. Kucharski, D.; Bartczak, M. Application of digital holographic microscopy to evaluate the dynamics of a single red blood cell
influenced by low-power laser light. Opt. Laser Technol. 2021, 142, 107262. [CrossRef]

21. Bernecker, C.; Lima, M.A.R.B.F.; Ciubotaru, C.D.; Schlenke, P.; Dorn, I.; Cojoc, D. Biomechanics of ex vivo-generated red blood
cells investigated by optical tweezers and digital holographic microscopy. Cells 2021, 10, 552. [CrossRef]

22. Schnars, U.; Jueptner, W. Digital Hologram Recording, Numerical Reconstruction, and Related Techniques; Springer: Berlin, Ger-
many, 2005.

23. Yaroslavsky, L. Digital Holography and Digital Image Processing; Springer: Boston, MA, USA, 2004; ISBN 978-1-4419-5397-1.
24. Schnars, U.; Juptner, W.P.O. Digital recording and numerical reconstruction of holograms. Meas. Sci. Technol. 2002, 13, R85–R101.

[CrossRef]
25. Poon, T.-C.; Liu, J.-P. Introduction to Modern Digital Holography; Cambridge University Press: Cambridge, UK, 2014;

ISBN 9781139061346.
26. Collier, R.J.; Burckhardt, C.B.; Lin, L.H. Optical Holography; Academic Press: New York, NY, USA, 1971; ISBN 9780121810504.
27. Dyomin, V.V.; Davydova, A.Y.; Polovtsev, I.G.; Yudin, N.N.; Zinoviev, M.M. Accuracy of Determination of Longitudinal

Coordinates of Particles by Digital Holography. Atmos. Ocean. Opt. 2023, 36, 113–120. [CrossRef]
28. Dyomin, V.V.; Kamenev, D.V. Physical reasons for a mismatch between the coordinates of a particle and its image in digital

holography. Russ. Phys. J. 2017, 59, 2025–2033. [CrossRef]
29. Dyomin, V.; Semiletov, I.; Chernykh, D.; Chertoprud, E.; Davydova, A.; Kirillov, N.; Konovalova, O.; Olshukov, A.; Osadchiev, A.;

Polovtsev, I. Study of Marine Particles Using Submersible Digital Holographic Camera during the Arctic Expedition. Appl. Sci.
2022, 12, 11266. [CrossRef]

30. Dyomin, V.; Davydova, A.Y.; Polovtsev, I.; Olshukov, A. Digital hologram as a display optical system. In Proceedings of the
Practical Holography XXXV: Displays, Materials, and Applications, Online, 6–11 March 2021; Bjelkhagen, H.I., Lee, S.-H., Eds.;
SPIE: Bellingham, WA, USA, 2021; p. 9.

https://doi.org/10.1002/lom3.10379
https://doi.org/10.3390/s20216353
https://www.ncbi.nlm.nih.gov/pubmed/33171757
https://doi.org/10.1242/jeb.00586
https://doi.org/10.1088/1464-4258/4/4/362
https://doi.org/10.1146/annurev-fluid-121108-145508
https://doi.org/10.4319/lom.2010.8.1
https://doi.org/10.1364/AO.403366
https://doi.org/10.1002/aisy.201900153
https://doi.org/10.1016/j.ces.2019.07.009
https://doi.org/10.1016/j.flowmeasinst.2020.101826
https://doi.org/10.1038/s41598-020-72411-x
https://www.ncbi.nlm.nih.gov/pubmed/32999324
https://doi.org/10.5194/amt-2-259-2009
https://doi.org/10.1038/lsa.2017.46
https://www.ncbi.nlm.nih.gov/pubmed/30167294
https://doi.org/10.1126/science.aab0751
https://doi.org/10.1016/j.bios.2023.115232
https://doi.org/10.1364/OL.426152
https://doi.org/10.1016/j.optlastec.2021.107262
https://doi.org/10.3390/cells10030552
https://doi.org/10.1088/0957-0233/13/9/201
https://doi.org/10.1134/S1024856023030041
https://doi.org/10.1007/s11182-017-1010-1
https://doi.org/10.3390/app122111266


Photonics 2024, 11, 73 15 of 15

31. Malacara, D.; Malacara, Z. Handbook of Optical Design, 2nd ed.; Marcel Dekker, Inc.: New York, NY, USA, 2004; ISBN 0824746139.
32. Hecht, E. Optics, 2nd ed.; Addison-Wesley: Boston, MA, USA, 1987; ISBN 020111609X.
33. Zimmer, H.-G. Geometrical Optics; Applied Physics and Engineering; Springer: Berlin/Heidelberg, Germany, 1970; Volume 9,

ISBN 978-3-642-86833-7.
34. Pedrotti, F.L.; Pedrotti, L.M.; Pedrotti, L.S. Introduction to Optics; Cambridge University Press: Cambridge, UK, 2017;

ISBN 9781108428262.
35. Denis, L.; Fournier, C.; Fournel, T.; Ducottet, C. Numerical suppression of the twin image in in-line holography of a volume of

micro-objects. Meas. Sci. Technol. 2008, 19, 074004. [CrossRef]
36. Levenberg, K. A method for the solution of certain non-linear problems in least squares. Q. Appl. Math. 1944, 2, 164–168.

[CrossRef]
37. Marquardt, D.W. An Algorithm for Least-Squares Estimation of Nonlinear Parameters. J. Soc. Ind. Appl. Math. 1963, 11, 431–441.

[CrossRef]
38. Bishara, W.; Su, T.-W.; Coskun, A.F.; Ozcan, A. Lensfree on-chip microscopy over a wide field-of-view using pixel super-resolution.

Opt. Express 2010, 18, 11181–11191. [CrossRef]
39. Kelly, D.P.; Hennelly, B.M.; Pandey, N.; Naughton, T.J.; Rhodes, W.T. Resolution limits in practical digital holographic systems.

Opt. Eng. 2009, 48, 095801. [CrossRef]
40. Chen, D.; Wang, L.; Luo, X.; Xie, H.; Chen, X. Resolution and Contrast Enhancement for Lensless Digital Holographic Microscopy

and Its Application in Biomedicine. Photonics 2022, 9, 358. [CrossRef]
41. Gao, Y.; Cao, L. Generalized optimization framework for pixel super-resolution imaging in digital holography. Opt. Express 2021,

29, 28805. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1088/0957-0233/19/7/074004
https://doi.org/10.1090/qam/10666
https://doi.org/10.1137/0111030
https://doi.org/10.1364/OE.18.011181
https://doi.org/10.1117/1.3212678
https://doi.org/10.3390/photonics9050358
https://doi.org/10.1364/OE.434449
https://www.ncbi.nlm.nih.gov/pubmed/34615002

	Introduction 
	Materials and Methods 
	Results 
	Discussion 
	Conclusions 
	References

