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Abstract: Magnonic crystals are metamaterials whose magnon behavior can be controlled for specific
applications. To date, most magnonic crystals have relied on nanopatterning and magnetostatic
waves. Here, we analytically and numerically investigate magnonic crystals defined by modulating
magnetic parameters at the nanoscale, which predominantly act on exchange-dominated, sub-100 nm
magnons. We focus on two cases: the variation in the exchange constant, and the DMI constant. We
found that the exchange constant modulation gives rise to modest band gaps in the forward volume
wave and surface wave configurations. The modulation of the DMI constant was found to have
little effect on the magnonic band structure, leading instead to a behavior expected for unpatterned
thin films. We believe that our results will be interesting for future experimental investigations of
nano-designed magnonic crystals and magnonic devices, where material parameters can be locally
controlled, e.g., by thermal nano-lithography.
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1. Introduction

The miniaturization rate of our devices is largely owing to our ability to control
particles or quasiparticles in functional materials. For example, electrons can be controlled
in semiconductors by doping with certain elements [1]; photons can be manipulated by
nano-patterning in photonic crystals [2]; and magnons, the quanta of angular momentum,
can be controlled in patterned magnetic materials known as magnonic crystals [3]. One
of the main advantages of magnonic crystals is that the magnons’ behavior depends on
the magnetization state of the crystal, which can be reconfigured in a variety of ways [4].
For this reason, the field of magnonics has investigated a myriad of possible applications,
emphasizing their reconfigurability and nanoscale wavelenghts operating at GHz [5–8].

In magnonics, it is crucial to understand the dispersion of magnons, so that a specific
functionality can be imparted. A common technique is to create a superlattice by periodi-
cally patterning magnetic materials in either one dimension (1D) [9–12] or two dimensions
(2D) [13–17]. Reconfigurability can be imparted using strongly coupled magnetic elements,
e.g., by use of artificial spin ices [18], which exhibit rich band structures [19–26] and have
been investigated for various applications [27–33]. Another approach is to modulate mag-
netic parameters in magnonic crystals, e.g., DMI [34]. Here, we numerically explore a
different avenue whereby magnetic parameters are varied within a magnetic material.

The presented approach is inspired by a recently developed technique called thermal
nano-lithography [35,36] (TNL), which uses an atomic force microscope where the tip can
be heated to 1100 ◦C, achieving local annealing of the material. So far, TNL has been
primarily used for exchange bias modification [35], but different combinations of bilayers
or multilayers could lead to a wider use of this technique in the field of magnonics. For ex-
ample, it could be argued that annealing of Py/Ag multilayers [37] would lead to a change
in the saturation magnetization Ms, as well as in the exchange constant A, as shown, e.g., in
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co-sputtered samples [38]. A modification in the exchange constant suggests magnons
of different wavelengths may occupy the same energy state, thus inducing the required
periodic potential for a band structure. Another interaction of interest is the Dzyaloshinskii–
Moriya interaction (DMI), which induces non-reciprocity and is commonly achieved as a
surface effect between a trivial magnet and a neighboring heavy metal. The strength of the
DMI was shown to be tunable via annealing in Ta/CoFeB bilayers [39], suggesting possible
control of nonreciprocal magnons, as well as a band structure. The opening of band-gaps
and the realization of flat bands due to periodic DMI in a 1D magnonic crystal was recently
shown in a numerical work [34].

Our investigation focused on numerically computing the magnon dispersion relation
using an assumed, nanoscopic sinusoidal modulation of two technologically relevant
parameters: the exchange constant A, and interfacial DMI constant D. Micromagnetic
simulations were performed using the GPU package mumax3 [40]. We explored both
forward volume wave (FVW) and surface wave (SW) configurations and found that the
exchange constant modulation can open apparent bandgaps in both the FVW and SW
configurations. In contrast, the DMI modulation did not result in band-gaps but instead
induced nonreciprocity in only the SW configuration, as also expected for unpatterned
thin films. We further verified these results by modeling a local antenna, which allowed us
to simulate much higher frequencies, with a reasonable computational cost. Finally, we
explored the limit of the square parameter modulation. As expected, the band structure
was plagued with harmonics, which deteriorated the the resulting band structure.

Our results demonstrate that it is possible to obtain magnonic crystal behavior in
materials with modulated parameters. This is different from patterned magnonic crystals,
where the coupling is primarily due to dipole interactions. Here, the interactions were
both dipolar and exchange mediated, accessing nanoscale wavelengths in the tens-of-GHz
regime. Therefore, magnonic crystals manufactured using TNL could be advantageous
for the fabrication of nanoscale microwave devices, similar to the use of textures to induce
band structure in magnetic materials [41,42].

2. Materials and Methods
2.1. Analytical Derivation

To derive the dispersion relation of magnons, we consider the (conservative) Larmor
torque equation

∂m
∂t

= −γµ0m×Heff, (1)

which describes the dynamics of the normalized magnetization vector field m = (mx, my, mz)
of a ferromagnet and where γ is the gyromagnetic ratio with units of GHz/T, µ0 is the
vacuum permeability, and Heff is the effective field that includes the ferromagnetic ex-
change interaction Hex = λ2

exMs∆m, shape anisotropy using a thin film approximation
Han = −mz Msẑ, and an external magnetic field H0. The saturation magnetization in
units of A/m is Ms, and the exchange length is related to the exchange constant as
λex =

√
2A/µ0Ms2. The dispersion relation is obtained by introducing a small-amplitude

plane wave and solving the ensuing eigenvalue problem for a family of solutions. The wave
is set to be proportional to eiθ , with θ = kx−ωt.

We emphasize two notable limitations of this analytical setup. First, the dipole fields
are neglected here for k 6= 0. This is because we are primarily interested in exchange-
dominated waves with short wavelengths. In other words, we obtain simplified expressions
indicating whether a band structure would be expected by modulating either the exchange
constant or the DMI strength. Dipole fields are necessary for long-wavelength magnons or
magnetostatic waves, solutions for which are well known in the magnonics literature [13,34],
except for the ferromagnetic resonance frequency (k = 0), which is a uniform mode. Second,
in most plane-wave methods, a uniform and well-defined magnetization state is assumed,
in order to linearize the equations of motion. This assumption may break down for magnons
in the exchange-dominated limit if magnetic parameters vary at a similar scale. Therefore,
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the analytical calculations presented here do not capture possible nonlinearities nor non-
uniformities in the magnetization state and should only be considered as approximate.

We investigated the FVW and SW configurations displayed in Figure 1. The modu-
lation of the magnetic material parameters was varied with a wavenumber q, along the
same direction as the magnon wavenumber k. The case of FVW displayed in (a) was
achieved with a saturating external magnetic field normal to the film. In contrast, the SW
configuration shown in (b) was achieved when a small, external magnetic field was applied
along the plane of the material and perpendicular to the wavenumber k.

Figure 1. Schematic illustration of the investigated configurations. The gradient red regions display
the periodicity of the magnetic parameters with wavenumber q. The magnons propagated along the
modulated parameters with wavenumber k. The (a) forward volume wave (FWV) and (b) surface
wave (SW) configurations were achieved by using a saturating magnetic field normal to the plane
and a small magnetic field in-plane and perpendicular to k, respectively.

2.1.1. Exchange Constant Modulation

We introduce a sinusoidal modulation of the exchange constant A→ [1+ β cos (qx)]A,
where the modulation has a period 2π/q, with q a wavenumber, and a dimensionless
amplitude β. Because λ2

ex ∝ A, we can write the exchange field as

Hex = Msλ2
ex[1 + β cos(qx)]∆m, (2)

In the FVW configuration, the external field is assumed to be normal to the film’s plane,
H0 = Ho ẑ and H0 > Ms, to ensure that the film is magnetized. This implies that mz ≈ 1
and the plane wave is defined as mx = Aeiθ and my = Beiθ with A, B ≤ 1. Because of the
periodicity, Bloch theorem indicates that the dispersion is periodic in q, where N = 1, 2, 3 . . ..
Thus, solving the eigenvalue problem, leads to

ωλex ,z = γµ0Ms

[
H0

Ms
− 1 + (1 + β)λ2

ex(k± Nq)2
]

. (3)

In the SW configuration, we assume an external field H0 = Hoŷ, so that the uniform
magnetization is my ≈ 1 and the plane wave is defined as mx = Aeiθ and mz = Beiθ with
A, B ≤ 1. The resulting dispersion relation is

ωλex ,y = γµ0Ms

√(
1 +

H0

Ms
+ (1 + β)λ2

ex(k± Nq)2
)(

H0

Ms
+ (1 + β)λ2

ex(k± Nq)2
)

, (4)

In both of these expressions, we see that the simple dispersion relation for ferromagnets
is reproduced with the period of the modulation, such that there are points of degeneracy
at the first Brillouin zone (FBZ).
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2.1.2. DMI Modulation

In ferromagnetic thin films, DMI can be induced by interfacial interaction with a heavy
metal, leading to nonreciprocal spin-wave propagation [43]. The nonreciprocity in this
configuration occurs when the magnetization is oriented along an in-plane axis, while it is
suppressed when the magnetization is saturated normal to the plane.

We add DMI in our effective field with periodic modulation given by

HDMI =
2D(1 + β cos(qx))

Ms
[(∇ ·m)ẑ−∇mz] (5)

where D is the DMI constant. Repeating the approach described above, we find a dispersion
relation in the FVW configuration as

ωDMI,z = γµ0Ms

(
H0

Ms
− 1 + λ2

exk2
)

(6)

Clearly, DMI has no effect on the dispersion, leading to the simple dispersion of
ferromagnetic spin waves. In contrast, the dispersion relation in the SW configuration is
found as

ωDMI,y = γµ0Ms

[
2D

µ0M2
s
(1 + β)(k± Nq)±

√(
1 +

H0

Ms
+ λ2

ex(k± Nq)2
)(

H0

Ms
+ λ2

ex(k± Nq)2
)]

. (7)

Nonreciprocity is clearly seen in the term outside of the square root, but here it also
scales by 1 + β, as well as being periodic due to Bloch’s theorem. This indicates that
degenerate eigenvalues do not occur exactly at the FBZ. A similar observation was found
in simulations, where the magnetization texture induced nonreciprocity [42].

2.2. Micromagnetic Simulations

We modeled thin films with modulated magnetic parameters using MuMax3 [40]. To
implement a periodic modulation, we used 64 periodic regions of single-cell width. This
approach limited the sinusoidal modification to having a wavelength of 32 nm, implying
q = 0.2 nm−1. Nominal parameters for permalloy were used, namely: Ms = 790 kA/m,
A = 10 pJ/m, and α = 0.01.

We utilized two different methods.

2.2.1. Sinc Excitation

A sinc external field in both time and space was used to compute the dispersion
relation, following the procedure outlined by Venkat et al. [44]. We used a sinc function
of peak amplitude of 10 mT, cutoff frequency of 50 GHz, and cutoff wavenumber of
k = 0.78 nm−1, i.e., a wavelength of twice the cell size. The periodicity of the sinc function
only extends along the x direction so that the excited magnons follow a well-defined
wavevector. Here, the thin film was set with dimensions 1000 nm × 1000 nm × 5 nm, a cell
size of 4 nm × 4 nm × 5 nm, and periodic boundary conditions set in the x and y directions.

The data resulted in a three-dimensional matrix. However, only the spatial variation
along the x direction was meaningful. Therefore, we sectioned the data to capture the
centerline of the simulation, reducing the required data to two-dimensions. By taking a two-
dimensional fast Fourier transform of the resulting dynamic magnetization, the dispersion
relation was immediately recovered. Because of the need for full temporal and spatial data,
this approach requires significant memory resources and it is limited to frequencies under
25 GHz.

2.2.2. Local Microwave Field

We also simulated a local microwave field by setting the central region of the simula-
tion to be subject to an external oscillating field. This technique allowed us to resolve single
frequencies and reach much higher frequencies with modest memory resources. However,
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this approach required a different simulation for each frequency. Because the waves were
also bidirectional, we used an elongated simulation domain of 4000 nm × 500 nm × 5 nm,
with cell size of 4 nm × 4 nm × 5 nm, periodic boundary conditions set in the y direction,
and a microwave field of 10 mT, to excite only linear waves and arrest mixing due to
nonlinearities. Wave reflection occurred because the simulation was not periodic in the x
direction. However, these waves were smaller in amplitude, due to damping.

Given that right and left propagating waves were obtained here, we chose a simu-
lation area of 1.2 µm in length to the right and left of the central region and then found
the wavenumber by fast Fourier transform. This led to a wavenumber resolution of
≈0.005 nm−1. Because the wave decayed in simulations due to dissipation, and to reduce
the effect of non-periodic edges, we used a Hann window for each snapshot. Similar to
our sinc function approach, the data of interest were the magnetization variation along the
x axis, so that here the data were effectively one-dimensional. In other words, the wavenum-
ber error estimated directly from the spatial region was considered to be a good metric.

3. Results
3.1. Dispersion Relations

The sinc pulse method described in Section 2.2.1 was used to numerically compute the
dispersion relations. We used an external field of µ0H0 = 0.1 T in the y direction for the SW
configuration and a field of µ0H0 = 1.1 T in z direction for the FVW configuration. Note
that this field was slightly larger than the saturation magnetization, to ensure a uniform
magnetized state normal to the film’s plane. Throughout these simulations, we used a
modulation parameter β = 0.4 to show the effect of the modulation.

We first simulated the variation in the exchange constant. The results are shown as
a colorscale map in Figure 2. The FVW and SW configurations are shown in panels (a)
and (b), respectively. The calculated dispersion relations are displayed using red curves.
The solid curve was obtained with N = 0, while the dotted curves were obtained with
N = ±1. We found a reasonable qualitative agreement between the exchange-dominated
dispersion and the numerical results. The main discrepancy was observed close to k = 0,
due to the nonlocal dipole field, which excited magnetostatic modes not included in our
analytical calculations. In both cases, the bands interacted at the FBZ, k = ±0.1 nm−1,
leading to apparent bandgaps. The evanescent nature of the waves in between the bandgap
in the SW configuration are shown in Section 3.1.1 These results demonstrate that the
modulation of a continuous film can establish a band structure that is mediated by spin
waves at the nanoscale.

Figure 2. Numerical dispersion relations when the exchange constant is modulated with β = 0.4
and q = 0.2 nm−1 for (a) FVW and (b) SW configurations. The analytical equations from
Equations (3) and (4) are superimposed with red curves. The solid curve was calculated with N = 0,
and the dashed curves were computed with N = ±1. The black dashed lines at k = −0.2 and 0.2 nm−1

represent the modulation period. The semi-transparent region in (b) displays the frequency gap.
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Then, the DMI parameter was varied. We used D = 0.5 mJ/m2 as the average
value, consistent with experimentally reported values for the interfacial DMI in CoFeB/Pt
bilayers [45]. This is a relatively strong DMI interaction, but it is used here to showcase the
effect of its spatial modulation. The numerical results are also displayed as colorscale maps
in Figure 3, with panels (a) and (b) showing the FVW and SW configurations, respectively,
and analytical calculations shown by red curves. In this case, we find more striking
differences between the configurations. For the FVW configuration, we find only one
dominant dispersion curve. This was expected from the analytical derivation, since DMI
was not active in this case. However, some additional bands are visible. This was due to
nonlinearities in the Landau–Lifshitz equation and can be considered negligibly small.

Figure 3. Numerical dispersion relations when the DMI constant was modulated with β = 0.4
and q = 0.2 nm−1 for the (a) FVW and (b) SW configurations. The analytical equations from
Equations (3) and (4) are superimposed with red curves. The solid curve was calculated with N = 0,
and the dashed curves were computed with N = ±1. The black dashed lines at k = −0.2 and
0.2 nm−1 represent the modulation period.

In the SW configuration, the simple exchange-dominated regime agreed remarkably
well with the numerical right-propagating band. In addition, there is no apparent shift in
the minimum of the dispersion relation, as was expected from the analytical calculations
and the chirality induced by the DMI [43]. The reason for this was again the nonlocal
dipole field. Because our modulation had a period of 32 nm, the magnetostatic waves were
essentially impervious to the modification of DMI, and SW dominated the low-k dispersion.
This implies that the DMI modulation at this scale does not result in a band structure,
as otherwise observed for 1D magnonic crystals [34]. Instead, the effect of chirality for
long-wave mangnons is completely suppressed, suggesting only a mean effect on the
magnon nonreciprocity that can be otherwise expected from unpatterned ferromagnetic
films grown on a heavy metal.

To verify that nonlocal dipole fields were indeed responsible for suppressing the
DMI-induced minimum, we repeated the simulations by replacing the nonlocal dipole
field with a local thin film approximation, i.e., a negative uniaxial anisotropy, such that
Ku = −µ0M2

s /2. The resulting dispersion relation shown in Figure 4 clearly exhibits a
shifted parabolic behavior, as expected from Equation (7).
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Figure 4. Numerical dispersion relations for the SW configuration when the DMI constant was
modulated with β = 0.4 and q = 0.2 nm−1. The non-local dipole contribution was removed
from these simulations and replaced by a negative uniaxial anisotropy that mimicked the thin
film approximation used in the analytical calculations. Because the magnetostatic waves were not
available, the derived dispersions accurately predicted the numerical results. The black dashed lines
at k = −0.2 and 0.2 nm−1 represent the modulation period.

3.1.1. Local Microwave Field

To access higher frequencies in the dispersion relations, we used the local microwave
field method. We focused on the SW configuration to establish at which point the analytical
derivations agreed with the simulations with a nonlocal dipole field. We used microwave
fields at frequencies ranging from 10 GHz to 45 GHz in steps of 5 GHz. For each of the
eight simulations, we determined the right and left propagating wavenumbers. Because we
had a band structure, there were multiple peaks for each frequency, which allowed us to
probe |N| > 1.

The results are shown in Figure 5 for modulations in exchange constant (a) and DMI
constant (b) as black circles. The error in wavenumber was smaller than the circles in the
figure. For the modulation in exchange, panel (a), we find a good agreement at frequencies
under 25 GHz. At higher frequencies, the numerical results seem to exhibit a lower
concavity. This may have been a consequence of the modulation parameter being too large
and led to additional effects not captured by the small-wave approximation used in the
analytical calculations. For the modulation in DMI shown in panel (b), a better agreement
with the analytical calculations is found as the frequency increases, demonstrating that the
magnetostatic waves had a negligible effect.

We note that in both cases, the reflected waves were neglected in the identification of
wavenumbers. For this reason, only half of the bands were identified from the spectra.

This method could also be used to investigate the excitation of waves in between the
apparent band gaps observed in Figure 2 for the case of exchange constant modulation.
We used microwave fields around the band crossing at the FBZ as an example. We ran
simulations for frequencies of 20 GHz, 21 GHz, 22 GHz, 23 GHz, and 24 GHz. To compare
the excited waves, we ran a simulation for a time equal to 400 cycles of the microwave
field. The spatial profiles of the mz component are shown in Figure 6. The waves were
evanescent between 21 GHz and 23 GHz (solid gray curves), demonstrating the existence of
a band gap of approximately 2 GHz. The waves at 20 GHz and 24 GHz (solid black curves)
were propagating and extended past 1 µm, which is the typical decay length of waves in
Py [46,47]. We also observed that there was a phase shift between the profile at 20 GHz and
24 GHz, which further suggested that the magnons pertained to different bands. In other
words, for the same number of cycles, the spin wave at 20 GHz exhibited a maximum,
while the spin wave at 24 GHz exhibited a minimum, away from the injection region.
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Figure 5. Numerically determined wavenumber values for a range of microwave frequencies, shown
by black circles. These are compared with analytical calculations shown in solid red curves with
modulations in the (a) exchange constant and (b) the DMI constant. The black dashed lines at
k = −0.2 and 0.2 nm−1 represent the modulation period.

Figure 6. Wave profiles from the mz component excited by a microwave field. The solid black curves
are propagating waves, while the solid gray curves are evanescent waves. The simulations were run
for 400 microwave cycles to ensure the same phase was obtained. The profiles are vertically shifted
for clarity.

3.2. Square Modulations

The TNL technique has, in principle, a spatial resolution of 10 nm. This means that
it is possible to induce parameter modulations in more abrupt shapes. As a limiting test
for the sharpness of such a parameter modulation, we investigated square modulations of
both exchange and DMI parameters in the SW configuration.

From the Fourier properties, we expected square modulations to give rise to an in-
creased number of harmonics. This modulation was defined on a continuous film, and thus
we also expected each harmonic to be subject to the Bloch theorem, leading to an overall
increase in spectral content. This expectation was consistent with the numerical simulations
using the sinc method, as shown in Figure 7 for (a) exchange and (b) DMI square modula-
tions. For this, we applied a sign function to the modulations described in Section 2.1. We
emphasize that the same momentum and frequency resolution was maintained in this case,
but the lack of imperfections led to well-defined harmonics. Experimentally, one would
expect these harmonics to blur with defects and temperature, making the spectrum less
defined and likely difficult to measure. Therefore, these simulations suggest that smoother
modulations would be beneficial for defining nanoscale magnonic crystals. Naively, one
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would expect such a smooth modulation possible, given that a local annealing process
would exhibit a thermal gradient.

Figure 7. Numerical dispersion relations in the SW configuration using a square modulation of
(a) exchange and (b) DMI parameters. The dispersion relations had an increased spectral content
because of the harmonics enabled by the square modulation. The black dashed lines at k = −0.2 and
0.2 nm−1 represent the modulation period.

Despite the increase in harmonics, it is important to note that the salient features of the
spectra shown in Figures 2b and 3b were maintained. Namely, a band gap was observed for
the exchange constant modulation, while the DMI modulation was effectively suppressed.

Finally, we would like to note that such an increase in harmonics is typically not
observed in magnonic crystals relying on nanopatterning [9–11,34]. This is both because
magnetostatic waves are typically longer than the size of the patterned features and because
the dipole field is a continuous vector field in free space. As a result, the coupling between
elements is relatively smooth and the resulting band structure is well-defined.

4. Conclusions

We numerically investigated dispersion relations in thin films when magnetic pa-
rameters were modulated in space and at the nanoscale, a regime that is accessible using
TNL [36]. We explored the modulation of the exchange and DMI constants. The former
gave rise to band-gaps, while the latter was effectively suppressed by non-local dipole
fields. The presented results suggest that nanoscale parameter modification is a viable
route for defining magnonic crystals. Through local annealing, it should be possible to also
modify the saturation magnetization and even uniaxial anisostropy, e.g., Co/Ni multilayers
subject to surface imperfections. By locally modifying thin films into magnonic crystals,
it might be possible to design controllable behavior and magnon interfaces, providing a
foundation for magnonic devices accessing sub-100 nm wavelengths [48].
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