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Abstract: The promise of identity-based systems is that they maintain the functionality of public key
cryptography while eliminating the need for public key certificates. The first efficient identity-based
encryption (IBE) scheme was proposed by Boneh and Franklin in 2001; variations have been proposed
by many researchers since then. However, a common drawback is the requirement for a private
key generator (PKG) that uses its own master private key to compute private keys for end users.
Thus, the PKG can potentially decrypt all ciphertext in the environment (regardless of who the
intended recipient is), which can have undesirable privacy implications. This has led to limited
adoption and deployment of IBE technology. There have been numerous proposals to address this
situation (which are often characterized as methods to reduce trust in the PKG). These typically
involve threshold mechanisms or separation-of-duty architectures, but unfortunately often rely on
non-collusion assumptions that cannot be guaranteed in real-world settings. This paper proposes
a separation architecture that instantiates several intermediate CAs (ICAs), rather than one (as in
previous work). We employ digital credentials (containing a specially-designed attribute based on
bilinear maps) as the blind tokens issued by the ICAs, which allows a user to easily obtain multiple
layers of pseudonymization prior to interacting with the PKG. As a result, our proposed architecture
does not rely on unrealistic non-collusion assumptions and allows a user to reduce the probability of
a privacy breach to an arbitrarily small value.

Keywords: identity-based encryption; reducing trust; privacy; digital credentials

1. Introduction

At the Crypto conference in 1984, Adi Shamir proposed the concept of identity-based
cryptography [1], in which a user’s identity can effectively be used as a public key for
cryptographic purposes (e.g., for encryption, or for verifying a digital signature). Such
a scheme, if realizable, would eliminate the need for public key certificates in a given
environment, removing the complexity of creating and managing every certificate for the
lifetime of its embedded public key, as well as the complexity of a user Alice validating a
(potentially long) chain of certificates in order to trust the public key of another user Bob.

In 2001, Boneh and Franklin proposed the first construction for identity-based encryp-
tion (IBE) that efficiently realized Shamir’s concept [2] (see also [3]). This construction is
elegant as well as efficient, but includes a central system authority, the Private Key Genera-
tor (PKG), that computes user private keys upon request (using its own master private key).
This is acceptable if the PKG is fully trusted by all parties in the environment. However,
there may be specific environments, or specific situations within a given environment, in
which a user would desire privacy from the PKG (in particular, Alice may be sent some
ciphertext and she would like to be the only entity able to decrypt it).

Schemes for improving user privacy in IBE (equivalently, reducing trust in the IBE
PKG) have been proposed by a number of researchers; see, for example [2–6]. However,
these previous approaches have relied on assumptions that do not match real-world
environments: specifically, they assume guaranteed perpetual non-collusion between
specific entities in the construction—even entities within a single company—which is
difficult (often impossible) to achieve in real deployments.
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In this paper, we propose a scheme for improving user privacy that does not rely on
unrealistic non-collusion assumptions (therefore, it is more deployable in real environ-
ments) and that allows a user Alice to reduce the probability that some other entity will
learn her private key to an arbitrarily low level (so that it also has higher security in real
environments). Thus, Alice can enjoy the benefits of IBE without fear that someone else will
decrypt her ciphertext. Our construction differs from previous work in several non-trivial
ways, including that a digital credential is used as the blind token issued by an ICA, and
that one of the credential attributes is computed as the bilinear map of a given elliptic
curve point. As shown in Section 3 below, these novel features provide the foundation
that enables a significantly higher degree of protection of Alice’s privacy than previous
work. The scientific contribution of our research is to construct an IBE scheme with greater
privacy and deployability than prior proposals.

The remainder of the paper is organized as follows: Section 2 provides a brief back-
ground on the mathematical tools needed to understand our proposal; Section 3 outlines
some of the prior approaches to improving privacy; Section 4 presents our proposed con-
structions; Section 5 describes some implementation aspects, summarizes the results of our
security analysis, and discusses limitations of our proposal; Section 6 concludes the paper.

2. Materials and Methods

This section provides an introduction to the technologies needed for understand-
ing the remainder of this paper: digital credentials; elliptic curves; bilinear maps; and
identity-based encryption. Our proposed solution makes use of all these technologies to
improve user privacy in IBE deployments (Note that the availability of an anonymous
communications channel (such as Tor [7]) is assumed in our proposed environment).

Prior work has not eliminated the need for users to fully trust the authorities in the
architecture. There have been several proposals, but these typically mandate that certain
entities can never collude, or that no more than τ − 1 entities can collude, which can
be impossible to guarantee in real-world environments (therefore, some level of trust is
always needed). Our work uses the technologies described in this section to construct
an architecture in which the risk of privacy breach due to collusion can be reduced to an
arbitrarily small level because collusion would have to occur among η randomly-selected
entities, where the user chooses the value η. More detail is given in Section 3 below.

2.1. Digital Credentials

A digital credential, as proposed by Brands [8,9], is a public key (and corresponding
authority signature) which enables a specific kind of privacy in network interactions.
Embedded in Alice’s public key are attributes about her (such as name, home address, job title,
and so on) which she can choose to reveal, or to keep unconditionally hidden, in any given
online transaction. Her digital credential allows her to remain anonymous while proving
that she validly possesses an attribute that is required for access to a web site, for example.

A digital credential implementation consists of a pair of protocols: an issuing protocol
in which Alice interacts with a CA (“Certification Authority”, sometimes referred to as a
“Credential Authority” in this context) to obtain the CA’s digital signature on her public
key; and a showing protocol in which Alice interacts with a verifier, Bob, to reveal selected
attributes in her public key.

The system parameters known to all participants are p (a prime of sufficient size for
security, such as 2048 bits or more), q (a prime that divides (p − 1), g0 (a generator of the
q-order subgroup of Zp

∗), and H() (a cryptographically strong one-way hash function that
produces outputs in Zq). The CA chooses m + 1 random values y0, y1, . . . , ym in Zq

∗

and computes h0 = g0
y0 , g1 = g0

y1 , . . . , gm = g0
ym (all exponentiations done modulo p).

The public key of the CA is the set of integers {h0, g0, g1, . . . , gm} and its corresponding
private key is the set of integers {y0, y1, . . . , ym}.
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Assume that Alice has m attributes, {x1, . . . , xm}, all in Zq. Alice chooses a random
value α ∈ Zq (which she does not share with anyone) and constructs her public key
h = (g1

x1 · g2
x2 · . . . · gm

xm · h0)
α mod p. Her private key is the set of values {x1, . . . , xm, α}.

In the issuing protocol, Alice obtains from the CA a digital signature on h. This
(blinded) signature has the form (c0

′, r0
′) and anyone can verify this signature by checking

that c0
′ = H(h, g0

c0
′ · hr0

′
mod p) (The reader is referred to [8,9] to see the details of the

issuing protocol). If the signature verifies using this equation, the verifier is convinced
that h is a valid public key and that whoever knows the corresponding private key is the
legitimate owner of the attributes contained in this public key.

In the showing protocol, Alice can reveal one or more of her attribute values xi, while
keeping the remaining attribute values (as well as the value α) unconditionally hidden. This
is done using a zero-knowledge proof-of-knowledge technique (Again, the reader is referred
to [8,9] to see the details of the showing protocol).

2.2. Elliptic Curves

An elliptic curve is defined by the general equation y2 + βxy + γy = x3 + ωx2 +
εx + ζ, where x and y are variables and β, γ, ω, ε, and ζ are coefficients. When used for
cryptographic purposes, the variables and coefficients are elements of a finite field (GF(ρ)
for ρ prime, or GF(2`) for ` an integer greater than 1), and a simpler form of the curve
equation (which sets some of the coefficient values to zero or one) is used: y2 = x3 + ax + b
(for GF(ρ)) or y2 + xy = x3 + ax2 + b (for GF(2`)). These curves are typically denoted
Eρ(a, b) or E2`(a, b).

For a given finite field and a given choice of coefficients a and b, each pair of values x
and y that satisfy the curve equation represents a point on the curve. The complete set of
points, along with a special point at infinity and a specific operation for addition, creates a
finite additive group (over which cryptographic operations can be computed). The use of
elliptic curves for cryptography was first proposed by Koblitz [10] and Miller [11].

For carefully-chosen curves and parameters, Elliptic Curve Cryptography (ECC, in-
cluding ECDSA and ECDH, for example) is believed to provide high levels of security with
much smaller keys than are required for comparable cryptographic operations performed
over multiplicative groups (DSA and DH, for example). Elliptic curve groups are also used
as the basis for security in some implementations of Identity Based Encryption (IBE).

2.3. Bilinear Maps

A bilinear map can be instantiated as a function ê : G1 × G1 → GT , where G1 is an
elliptic curve additive group and GT is a multiplicative group (often a finite field over the
integers). G1 and GT have prime order q and ê has the following properties.

• Bilinear: ∀P1, P2 ∈ G1 and ∀a, b ∈ Zq
∗, ê(aP1, bP2) = ê(P1, P2)

ab

• Non-degenerate: ∀ non-trivial points P1 ∈ G1, ê(P1, P1) 6= 1
• Computable: ∀P1, P2 ∈ G1, ê(P1, P2) is efficiently computable.

Bilinear maps (particularly when used for cryptographic purposes) are typically
implemented using either the Tate pairing [12] or the Weil pairing [13]. Note that maps
instantiated as ê : G1 × G2 → GT also exist and are preferred in many environments for
their efficiency and security; see, for example [14].

2.4. Identity-Based Encryption

Public key cryptography typically requires a binding between a public key (which
looks like a very large random integer) and a user’s identity. This binding is needed so that
if Bob wishes to encrypt some data for Alice, he knows which public key to use for her.
In Public Key Infrastructure (PKI) environments, the binding is provided by a public key
certificate (a data structure containing at least Alice’s identity (such as her name or e-mail
address) and Alice’s public key, digitally signed by a Certification Authority (CA) whose
public verification key Bob is able to trust; see, for example [15,16]).



Cryptography 2022, 6, 55 4 of 15

Certificates work well and are widely used, but have a number of limitations and
implementation difficulties (including distribution, validation, renewal, and revocation)
that can be significant drawbacks in large-scale deployments. To mitigate these problems,
Shamir proposed [1] the concept of identity based cryptography, IBC (including identity based
encryption (IBE) and identity based signatures (IBS)), in which Alice’s identity is her public key,
so that anyone who knows Alice’s identity can immediately encrypt for her or veryify her
digital signature (without the need for a public key certificate). In 2001, Boneh and Franklin
were the first researchers to find an efficient way to realize Shamir’s IBE concept [2,3]; they
proposed the use of a bilinear map (also known as a bilinear pairing) over elliptic curve
groups. Since that time, a number of other researchers have proposed implementations of
IBE and IBS using other mathematical primitives such as matrices (e.g., [17]) and lattices
(e.g., [6,18]).

An Example IBE Instantiation

The following construction (proposed in [2,3]) serves to illustrate one example of
how an IBE scheme can be instantiated. Let G be a generator of the group G1, and let
PKG (the Private Key Generator, referred to in some papers as the Key Generation Center,
KGC) be a trusted authority with master private key t ∈ Zq

∗ and corresponding master
public key T = tG. Along with T, the system parameters (known by all participants in the
environment) include the following functions:

• H1 : {0, 1}∗ → G1
• H2 : {0, 1}n × {0, 1}n → Zq

∗

• H3 : GT → {0, 1}n

• H4 : {0, 1}n → {0, 1}n

Let user Alice have identity “alice@gmail.com”. Her public key (computable by anyone
that knows her identity) is IA = H1(“alice@gmail.com′′). Note that IA is an elliptic curve
point in G1. In the original Boneh and Franklin scheme, to encrypt message msg ∈ {0, 1}n

for Alice, Bob will do the following five steps.

1. Compute µ = ê(IA, T)
2. Choose σ ∈R {0, 1}n

3. Compute r = H2(σ||msg)
4. Compute z = µr

5. Compute ciphertext c = (u, v, w) = (rG, σ⊕ H3(z), msg⊕ H4(σ))

To decrypt the ciphertext (u, v, w), Alice will do the following four steps.

1. Obtain her private key from the PKG (To do this, she will prove to the PKG that
she validly owns the e-mail address “alice@gmail.com” and the PKG will compute
Alice’s identity IA from this address, compute KA = tIA, and give KA to Alice as her
private key).

2. Compute ê(KA, u) (Note that ê(KA, u) = ê(tIA, rG) = ê(rIA, tG) = ê(rIA, T) =
ê(IA, T)r = µr = z).

3. Compute σ = v⊕ H3(z), msg = w⊕ H4(σ), r = H2(σ||msg)
4. If u = rG, return msg. Otherwise, return invalid.

At a high level, the decryption logic is as follows: given the ciphertext (u, v, w), Alice
uses u to compute z, then uses z and v to compute σ, uses σ and w to compute msg, and
uses msg and σ to compute r. If rG is equal to the originally-received u, then the ciphertext
is deemed to be valid and msg is the correct plaintext.

3. Results

The construction above elegantly achieves Shamir’s vision of a user identity serving
as a public key so that no certificate is needed. Alice can obtain her private key from the
PKG at any time she wishes (including after Bob has encrypted a message for her, which is
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different from traditional public key algorithms that create the key pair prior to first use of
the public portion).

3.1. The Private Key Generator (PKG)

Because Alice is not able to compute her own private key, this means that the PKG
must be completely trusted. In fact, the PKG must be trusted by all users in the environment,
since it generates every user’s private key. The PKG can therefore decrypt all ciphertext,
regardless of who the recipient is intended to be. This is sometimes referred to as the “key
escrow problem” of IBE, but “escrow” typically implies an authority holding an item for
safekeeping upon request, whereas the IBE architecture goes beyond this: all private keys
are known to the PKG, whether the users desire this or not.

Note that unlike the situation for digital signatures, it is well known that there can be
tremendous value in holding backup copies of private decryption keys in a government or
commercial setting (see, for example, pp. 97–98 of [15]). Business continuity demands that
critical data can still be accessed by someone in the organization if the person whose key
was used for the encryption leaves or becomes incapacitated in some way. IBE, therefore,
has an inherent decryption key backup characteristic that can be very beneficial in such
environments. However, again, IBE goes well beyond a backup feature to ensure that
critical documents are not lost; rather, every piece of ciphertext (no matter how trivial or
personal) can potentially be decrypted and read by the PKG. This puts the privacy of all
users at risk.

3.2. Threat Model and Security Goal

The threat model defined for this environment is that the PKG is less than completely
honest. In particular, if the PKG is honest-but-curious, it will execute all required IBE protocols
and computations correctly but, in addition, will use whatever means it has at its disposal
to try to learn Alice’s private key. In a more extreme setting, the PKG may be malicious,
in which case it cannot be depended upon to execute the IBE protocols and computations
correctly, and may collude with other malicious entities to try to learn Alice’s key.

For both PKG characterizations (i.e., honest-but-curious and malicious), the security goal
is to keep Alice’s private key hidden from all entities in the environment (other than Alice). It is
possible that some malicious entities may cause denial-of-service (so that Alice does not
obtain her private key), but the goal of our construction is to ensure that no entities will
succeed in compromising the confidentiality of Alice’s key.

3.3. Previous Proposals to Reduce Trust in the PKG

The trust required in the PKG, and the privacy implications if the PKG is not completely
honest, has potentially hurt the widespread adoption of IBE, particularly in public (i.e.,
non-business) settings. Consequently, many researchers (including Boneh and Franklin
with their original scheme) have proposed mechanisms to eliminate, or at least mitigate, the
“escrow problem”. This is often characterized as techniques to reduce the trust in the PKG,
but can equally be characterized as techniques to improve user privacy in IBE environments.

The numerous techniques that have been proposed vary significantly in their details, but
most fall into one of two main categories: threshold techniques and separation techniques.

3.3.1. Threshold Techniques

In a threshold scheme, there are multiple PKGs and a subset of these is required in
order to compute the private key for a user. In particular, in an (n, τ) threshold scheme,
any collection of τ or more PKGs (out of a total of n PKGs) can compute the user private
key. Each PKG has only a piece (a share) of the master private key; any τ or more of these
shares will reconstruct the master private key so that the user private key can be computed.
Of course, it is important to ensure that no PKG learns the reconstructed master private
key at the end of the protocol (otherwise that PKG would then need to be fully trusted).
Furthermore, it is also necessary that no single entity begins with the master private key
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and then splits it into shares to give to the n PKGs (otherwise this entity would then need
to be fully trusted).

Threshold techniques for IBC environments have been explored in [2,5], for example.
Boneh and Franklin [2] use standard techniques such as those described in [19], whereas
Bendlin et al. [5] use threshold protocols that are specially developed for lattice-based
cryptography and are applicable to both traditional public-key cryptography and identity-
based cryptography settings.

Multi-Party Computation (MPC) schemes, in which each of several participants con-
tributes to the computation of a function output but no participant learns the private
input data of any other participant (see [20]), can be helpful in realizing effective threshold
schemes. MPC is flexible in that τ can be chosen to be any value between 1 and n, and
these schemes can be designed to work correctly even when there are subsets of malicious
or non-responsive participants.

With threshold techniques in general, the requirement that no entity ever learns the
master private key (even prior to the distribution of shares) may be non-trivial to achieve in
practice, but it can be done using (for example) the method developed by Gennaro et al.
in [21]—this method ensures that master private key shares are generated directly on the
distributed PKGs so that they are never collected in a single location. On the other hand,
instantiating multiple PKGs and absolutely guaranteeing (beyond any doubt) that no more
than τ − 1 malicious PKGs ever collude would clearly be difficult to accomplish in many
real-world environments.

3.3.2. Separation Techniques

In the original IBE schemes, the PKG implicitly performs two tasks: it verifies the
identity of the requesting user; and it then computes the private key that corresponds to
the verified identity. In separation techniques, these two tasks are explicitly divided and
given to two independent entities. Thus, there is a PKG that computes private keys, but
there is also an Intermediate Certification Authority (Intermediate CA, or ICA, sometimes
referred to as an Identifying CA) that verifies the identity. The ICA issues a certificate (in
the form of a blinded token that is signed by the ICA) to the user; the user subsequently
presents this certificate to the PKG in order to obtain the user’s private key.

The recent paper by Emura et al. [6] provides a formalization of an IBE scheme that
is based on the separation architecture proposed by Chow [4]. Emura et al. define three
security notions—describing indistinguishability and anonymity against chosen plaintext attacks
for the user, for the ICA, and for the PKG—and give two instantiations of their proposal
(one on lattices and one on bilinear maps (pairings)) that they prove to be secure relative
to these defined notions. A significant advance over Chow’s work is that in the Emura
et al. scheme the ICA is not assumed to be fully trusted; therefore this proposal provides
protection against the key escrow problem in a more realistic setting. Another advance is
that the lattice instantiation creates the first post-quantum IBE to address the key escrow
problem based on Chow’s work. However, an important limitation with the pairing-
based instantiation of Emura et al. is that the domain of the pairing function must be a
multiplicative group (because the blinded token in the ICA-issued certificate is specified
to be a product of group elements) and so this construction cannot be implemented over
an elliptic curve group (Unfortunately, working over the additive group of elliptic curve
points is where IBE gets most of its computational and bandwidth efficiency for high
security levels).

With a separated architecture, the PKG computes a private key but does not know
which user this key is for. The PKG could try decrypting all ciphertext with this key in an
attempt to find some readable plaintext; however, not only would this be an arduous task
(especially in any large organization), but it would not work in any case since the computed
key is a blinded (i.e., randomized) version of the true private key. On the other hand, if the
PKG and the ICA collude, all privacy is immediately lost (which is why in the Emura et al.
scheme, the security proof for the ICA assumes that the ICA has no access to the PKG). As
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mentioned in the previous subsection on threshold techniques, ensuring continuous and
perpetual non-collusion is difficult in any real-world environment, but it may be especially
hard if the ICA and the PKG are personnel in the same company.

Combining separation with thresholding techniques (at the PKG, or at the ICA, or
at both) may hold some promise, but such approaches quickly get very complex and
may still not completely eliminate the escrow problem in practice because of the required
non-collusion assumption.

4. Our Proposal

As with previous work (such as [4,6]), we employ a separation architecture and
introduce an Intermediate Certification Authority (ICA) that creates a certificate for Alice’s
identity. However, unlike this previous work, the ICA in our scheme produces a Brands’
digital credential as the certificate. Thus, Alice interacts with the ICA, proving ownership of
her identity in order to obtain a digital credential, and she subsequently interacts with the
PKG using this credential in order to obtain her IBE private key.

In the Basic Scheme presented below, there is a single ICA in the construction, which
is identical to previous separation proposals [4,6]. However, the subsequent Augmented
Scheme instantiates multiple ICAs; this enhancement allows us to address the possibility
of collusion between the PKG and the ICA, delivering a level of privacy that the previous
proposals cannot provide.

4.1. Basic Scheme

Let q be a prime and let Eρ(a, b) be an elliptic curve with generator point G. Let
ê be a bilinear pairing G1 × G1 → GT , where G1 is the group generated by G, GT is a
multiplicative cyclic group, and G1 and GT are both of order q (We are using the symmetric
pairing G1 × G1 → GT , rather than the asymmetric pairing G1 × G2 → GT , in order to build
directly on the original IBE scheme by Boneh and Franklin. However, straightforward
modifications allow our proposed constructions to accommodate the asymmetric pairing,
if desired).

Alice contacts the ICA and proves that her identity (i.e., her e-mail address) is, say,
“alice@gmail.com”. The ICA computes P = H1(“alice@gmail.com′′), where P is a point
on the curve Eρ(a, b), and computes ξ = ê(P, P). Using Brands’ issuing protocol, Alice
constructs the digital credential public key h = (g1

a1 · g2
a2 · h0)

α mod p, and the ICA
(blindly) creates its corresponding signature (c′0, r′0), where the first attribute a1 in h is the
value ξ and the second attribute a2 is set to be the unique identifier for the ICA.

When Alice interacts with the PKG, she presents h, the signature on h, and the point P.
With Brands’ showing protocol she reveals a1 and a2. The PKG verifies the signature, confirms
that a2 is the identifier for the ICA whose public key verifies the signature, and confirms
that ê(P, P) = a1 (If the ICA is acting correctly (i.e., if the ICA is honest or honest-but-curious),
then because a1 is an attribute in the credential, the PKG is convinced that P is validly
associated with Alice; in particular, P must be the hash of Alice’s e-mail address). The PKG
therefore computes the IBE private key KA = tP and gives KA to Alice. This scheme is
shown in Figure 1.

The above process successfully splits the original IBE PKG into two pieces, an ICA
and a PKG (as was proposed in previous work). In this architecture, the PKG does not
see Alice’s identity (i.e., her e-mail address), which provides some measure of privacy
compared with the original IBE architecture. Thus, the PKG computes the IBE private key
KA, but does not know who this key is for (and so cannot trivially decrypt ciphertexts
intended for Alice). However, although it is an improvement over the original IBE, this
scheme suffers from two potential weaknesses. First, the PKG learns the point P and so it
can potentially try hashing the e-mail addresses of all known users in the environment until
it finds a match for P, thus breaking Alice’s anonymity. Second, if the ICA is not honest (in
particular, if the ICA is malicious), then the PKG can collude with the ICA to discover which
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user created a credential in which the attribute value a1 is equal to ê(P, P), thus breaking
Alice’s anonymity.

Alice ICA PKG

id

cred

cred

KA

Figure 1. Basic scheme. Alice obtains her credential from the ICA, and subsequently uses this credential to obtain
her private key from the PKG. Alice’s privacy is lost if the PKG and ICA collude.

Figure 1. Basic scheme. Alice obtains her credential from the ICA, and subsequently uses this
credential to obtain her private key from the PKG. Alice’s privacy is lost if the PKG and ICA collude.

The augmented scheme given next mitigates these two weaknesses.

4.2. Augmented Scheme

Building on the framework above, we present an augmentation that protects against
the weaknesses described. Instead of a single ICA, assume that there are v ICAs (ICA1,
. . . , ICAv). Furthermore, we define two ICA services—an IBE Credentialing Service and
an IBE Pseudonymizing Service. For full generality, we specify that each ICA is able to
provide either service upon request. The IBE Credentialing Service is identical to what
was described previously: Alice proves ownership of her e-mail address and the ICA
(blindly) signs a credential in which the first attribute a1 is equal to ξ, where ξ = ê(P, P)
and P = H1(“alice@gmail.com”).

For the IBE Pseudonymizing Service, Alice sends her credential public key h, the signa-
ture on that public key, a point Q, and a random integer s ∈ Zq. Using the showing protocol,
Alice reveals attributes a1 and a2 in h. This ICA verifies the signature, confirms that a2 is
the identifier for the ICA whose public key verifies the signature on h, and confirms that a1
is equal to ê(Q, Q). This ICA then issues a new credential whose attribute a1 is ê(sQ, sQ).
Note that we can think of this as an IBE Anonymizing Service or an IBE Randomizing Service
if Alice will only use the resulting credential once, but IBE Pseudonymizing Service is a more
suitable name if Alice might use the credential multiple times (for example, to obtain her
private key from the PKG whenever she needs it rather than incurring the risk of storing
the private key in her local environment).

The process is therefore as follows. Alice chooses an ICA at random, say ICAi, and
requests its Credentialing service, proving ownership of her e-mail address and obtaining a
credential in which a1 is ê(P, P). She then chooses another ICA at random, say ICAj, and
requests its Pseudonymizing service, submitting P and a random value s1, and obtaining
a credential in which a1 is ê(s1P, s1P). She then chooses another ICA at random, say
ICAk, and requests its Pseudonymizing service, submitting s1P and a random value s2, and
obtaining a credential in which a1 is ê(s2s1P, s2s1P).
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Alice can now connect with the PKG. Alice presents her final credential with its signa-
ture and the point R = s2s1P, and she reveals attributes a1 and a2. The PKG verifies the sig-
nature, confirms a2, and confirms that ê(R, R) is equal to a1 (The PKG is therefore convinced
that this “random” point R is validly associated with the user presenting this credential).
The PKG computes the private key K = tR and sends K to Alice. Since K = t(s2s1)P, Alice
is able to compute her true private key KA = wK, where w = (s2s1)

−1 mod q, and decrypt
any ciphertext created by encrypting a message using her public key P.

(It should be clear that each of Alice’s connections with the ICAs for the Pseudonymizing
services, as well as her connection with the PKG to obtain the key K, must be done over an
anonymous channel (such as Tor [7]) so that her identity is not revealed to the party with
whom she interacts or to any other observers. Note, however, that this does not remove the
need for the Brands’ issuing protocol to create a blind signature for the public key so that
the ICA cannot recognize the resulting credential when Alice subsequently uses it; this is
because the final segment of a Tor connection typically sends data in plaintext form).

With this augmented scheme, the PKG learns the elliptic curve point R, which is a
randomized (i.e., blinded) multiple of P. Thus, the PKG will gain nothing by hashing
e-mail addresses of known users since (with overwhelming probability) none of these will
match the point R (in fact, if any e-mail address does happen to match, it will not be Alice’s,
since her e-mail address hashes to P, not to s2s1P). Furthermore, the PKG will learn that the
credential presented by Alice was issued by ICAk, but colluding with ICAk will not reveal
Alice’s identity since ICAk only saw the randomized point s1P which (with overwhelming
probability) does not match the hash of the e-mail address of any known user (and, as
above, definitely will not match the e-mail address of Alice).

Given that the credential presented to ICAk was issued by ICAj, and that ICAj saw
Alice’s identity point P, the PKG could break Alice’s anonymity by colluding with both
ICAk and ICAj. Clearly, however, colluding with two ICAs has a lower chance of success
than colluding with a single ICA (since there is a lower probability that they are both
corrupt). Furthermore, Alice can choose to use the Pseudonymizing service of any number η
of ICAs (she can also visit the same ICA more than once at different times in her chain of
pseudonymizations): the use of a digital credential as the blind token issued by an ICA, and
the use of the bilinear map of an elliptic curve point as an attribute in the credential, allows
Alice to easily obtain an unlimited number of pseudonymizations. Alice’s anonymity will
be retained if any of the ICAs in the chain is not corrupt (i.e., is honest or honest-but-curious);
see Figure 2. Alice can thus reduce the probability that the PKG will learn her identity to
an arbitrarily small value—she simply needs to keep track of all the random si that she
chooses in order to properly unblind the private key K that she obtains from the PKG.

With digital credentials, it is also possible to require that a public key h must be signed
by more than one ICA in order to form a valid credential or pseudonym. The various
signers can chosen by a specified pseudorandom process based on h (for example, each
signature determines who the subsequent signer must be). Requiring multiple signatures
prevents a corrupt ICA from creating a credential or pseudonym by itself and using it
to impersonate Alice in an interaction with the PKG in order to learn Alice’s private key.
As with the chain of pseudonymizations, the probability that a corrupt ICA will successfully
impersonate Alice can be reduced to an arbitrarily small value by appropriately setting
the required number of signatures on h. Therefore, a system administrator can choose an
appropriate number of signatures per credential, δ, to protect against any estimated risk of
corrupt ICAs in the environment.
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Figure 2. Augmented scheme. Alice obtains her credential from a credentialing ICA, and pseudonymizes it η times.
She uses the final pseudonym to obtain her blinded key from the PKG; she can then unblind this to obtain her
private key. Alice’s privacy is preserved if any of the η pseudonymizing ICAs is not corrupt.
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Figure 2. Augmented scheme. Alice obtains her credential from a credentialing ICA, and
pseudonymizes it η times. She uses the final pseudonym to obtain her blinded key from the PKG;
she can then unblind this to obtain her private key. Alice’s privacy is preserved if any of the η

pseudonymizing ICAs is not corrupt.

5. Discussion

The augmented scheme above mitigates the privacy concerns of the basic scheme
(and of previous proposals). Even if the PKG knows the identity (i.e., the e-mail address)
of every user in the environment, it cannot do a search to learn which user is associated
with the private key K it has computed (because Alice’s e-mail address will not hash to
the randomized elliptic curve point that Alice submitted). Furthermore, it can only break
Alice’s anonymity if every ICA in Alice’s chosen chain of pseudonymizations is corrupt (a
probability that gets progressively smaller as the chain grows longer).

The original IBE scheme by Boneh and Franklin [2] requires Alice to prove her identity
(i.e., to prove that she owns her e-mail address, as all schemes do) but, beyond this, no
computation is required of Alice: the PKG computes Alice’s private key and sends it to
her. However, Alice has no privacy whatever if the PKG is malicious (or even if the PKG
is honest-but-curious (HbC)). We can use these properties as a baseline against which to
compare subsequent schemes.

• The scheme by Bendlin, et al. [5], is a threshold scheme over lattices in which τ out of n
PKGs are required to compute Alice’s private key, and the protocol will remain correct
and secure even if up to τ′ < τ of the PKGs deviate from the protocol adversarially
(for fixed system parameters τ and τ′). Alice must interact with τ PKGs to obtain
her private key shares, but the (very minor) computation she requires is simply to
combine the τ shares into her private key. Alice’s privacy is lost if any τ PKGs are
malicious (because they can collude to learn her private key).

• The scheme by Chow [4] is a separation scheme involving a PKG and an ICA. Alice
receives a (blinded) certificate from the ICA and submits this to the PKG to acquire a
blinded key. She then needs to unblind this value to obtain her private key.
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• The scheme by Emura, et al. [6], is also a separation scheme involving a PKG and an
ICA. Alice receives a (blinded) certificate from the ICA and submits this to the PKG to
acquire a blinded key. She then needs to unblind this value to obtain her private key.

• Our basic scheme (Section 3 above) requires Alice to obtain a credential from the ICA,
but then she can submit this credential and an elliptic curve point to the PKG without
further computation.

• Our augmented scheme (Section 3 above) requires Alice to obtain a number of
pseudonyms prior to contacting the PKG: there will be η pseudonyms and each
pseudonym will have δ ICA signatures (the system administrator will choose δ for the
environment, but Alice can choose the value η to reflect her desired level of privacy).
Alice needs to be involved in all this computation, as well as in the unblinding of her
private key from the PKG.

See Table 1 for a summary comparison. Note that we are focusing here on the addi-
tional computation that Alice must do in order to obtain her private key (i.e., computation
beyond what is required in the original Boneh and Franklin IBE scheme). We are not
considering any additional computation required by the authority nodes (the ICA(s) and
the PKG) because these nodes are typically much more powerful than an individual user
and thus do not generally impose constraints on usability from Alice’s point of view. In [5],
combining shares involves simply concatenating a collection of independent Gaussian
samples and so requires very little computational effort from Alice. In [4], the unblinding
step is a single exponentiation operation in a finite field. In [6], the unblinding step is the
computation of the multiplicative inverse of an integer, a single exponentiation operation,
and the multiplication of two integers, all in a finite field. In our proposals, credential
signing and pseudonymization use precisely the issuing protocol shown in Figure 7 on
page 18 of [9], and unblinding requires a single multiplication of an integer with an elliptic
curve point (analogous to a single exponentiation in a finite field).

Table 1. Comparison of proposals.

Proposal Setting Computation by
Alice to Obtain KA

Privacy Breach

Boneh [2] single PKG none PKG is
HbC or

malicious

Bendlin [5] many PKGs combining τ τ PKGs
(threshold private key shares are malicious
scheme) (for fixed τ)

Chow [4] single PKG, unblinding step ICA & PKG
single ICA are malicious
(separation

scheme)

Emura [6] single PKG, unblinding step ICA & PKG
single ICA are malicious
(separation

scheme)

Basic single PKG, credential signing ICA & PKG
scheme single ICA are malicious

(this paper) (separation
scheme)

Augmented single PKG, credential signing, (η × δ) ICAs
scheme many ICAs η pseudonymizations, and PKG are

(this paper) (separation δ signatures per
pseudonym, all malicious

scheme) unblinding step (for fixed δ,
user-chosen η)
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It is clear from Table 1 that our augmented scheme requires the most computation
on the part of the user, Alice. On the other hand, this scheme also provides the highest
level of privacy since a large number of ICAs (as large as Alice wishes), along with the
PKG, must all be malicious in order for the PKG to learn Alice’s private key. The scheme by
Bendlin, et al. [5], requires τ PKGs to all be malicious, but τ is a fixed system parameter
that cannot be adjusted by Alice if she wishes to further reduce her risk of a privacy breach.
The remaining schemes compromise privacy if at most 2 entities are malicious.

Note that in our augmented scheme Alice can request pseudonymizing services from
her selected ICAs at any time: this can be done (long) before she connects with the PKG
and, in fact, can be done when she initially joins the environment, (long) before any data
has been encrypted for her.

5.1. Fully-Automated Services

It is worth noting that the ICAs can be implemented as fully-automated public-facing
websites, operated as services independent from the PKG (that is, run by companies or
private parties that are separate from the company that runs the PKG). This reduces the
risk of collusion even further. In such a case, the system parameters (p, q, Eρ(a, b), and so
on) would need to be known and used by all participants, but these parameters can be
standardized values accepted by all parties.

A public-facing ICA can be fully automated because for the credentialing service
it only needs to confirm the requester’s e-mail address (which websites already do in
countless automated registration scenarios today) and execute the credential issuing proto-
col. For the pseudonymizing service, it only needs to execute the credential showing and
issuing protocols.

5.2. Smart Contract Instantiation

One interesting possibility is to separate the credentialing ICAs from the pseudonymiz-
ing ICAs, and to implement the pseudonymizing services as smart contracts [22,23] on a
public blockchain (Note that the issuing protocol requires the ICA’s private key for the
credential signing step, but private values cannot exist in smart contract code and remain
private. However, the signature step can be accomplished by having each smart contract do
a mutually authenticated TLS connection to its own “credential signing website”, sending
the value which will be used as attribute a1, and receiving the value r0 which will be
blinded by the user to r0

′ later in the protocol. The signing website thus interacts with its
authenticated ICA smart contract, but has no knowledge of the end user that initiated the
issuing protocol). A smart contract implementation of each pseudonymizing ICA would
have the benefit of ensuring confidence in the pseudonymizing service (because the code
is open for inspection by anyone) and completely eliminating the possibility of collusion
with the PKG (because the ICA code is open, fully automated, and immutable).

5.3. Potential Ubiquity

Public-facing ICAs can be available to anyone with an Internet connection (perhaps
for free), whereas the PKG could conceivably be run as a commercial enterprise, charging a
fee for the computation of an IBE private key. Alternatively, the PKG could be a private
service available only to participants in a closed environment. On the other hand, if the
PKG was also a (free) public-facing service, this would make IBE accessible to everyone,
enabling the possibility of wide-spread, easy-to-use, secure transactions (e.g., secure e-mail
and secure data transfer) between Alice and anyone who knows her e-mail address (Recall
that this was the original vision of IBE but the “escrow problem” appears to have impeded
its adoption).

5.4. Formalism and Security Analysis

The construction described above lends itself to a formalism, with security definitions
and proofs, that is similar to the one given in Emura et al. [6]. The goal of the present paper
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is to propose the architecture, explaining its various components, their functions, and their
interactions. The formalism involves some detail and may be of interest primarily to a
particular specialized audience. Thus, the extensive security analysis of this construction,
which includes all the various entity types in the environment, models both variants (i.e.,
honest-but-curious and malicious) of each possible entity type, and exhaustively considers
collusion among all possible collections of entity types, is presented in a separate companion
paper [24].

The detailed security analysis given in [24] shows that choosing appropriate elliptic
curve parameters, pseudonymizing chain length, and number of signatures for a valid
credential/pseudonym, along with using strong techniques that are outside the scope
of IBE algorithms and protocols (such as a trustworthy mechanism to prove ownership
of an e-mail address to a credentialing ICA), can preclude almost all attacks against this
construction. There is an attack that cannot be prevented: a malicious PKG learns Alice’s
identity by some means—such as by collusion with a malicious credentialing ICA or with a
malicious user Bob who wants to breach Alice’s privacy—and computes Alice’s private
key in order to read ciphertext that was intended for her. However, even this attack can be
mitigated by taking explicit measures to ensure that the PKG is not malicious (for example,
by implementing the PKG as a publicly-visible smart contract).

5.5. Limitations: Additional Computation and Revocation Needs

It is important to recognize that forming a chain of randomly-selected ICAs and
keeping track of the random values si is additional work for Alice that will affect the
usability of the system. Even if a client-side software tool does all this work for her, she
will surely notice that the complete process of obtaining her IBE private key does not occur
instantaneously (due to the additional computation required), which is a usability issue.
Note that chain length, as well as number of signatures per credential, can be traded off
against the risk of corrupt entities in the environment, so that the system implementer can
choose a reasonable balance between extra computation and user privacy. In any case, if
Alice chooses a pseudonymizing chain of length η and if each blind token requires δ digital
signatures then, compared with a single ICA architecture, this construction will need an
additional δ− 1 signatures on the original credential and η × δ total signatures to form
the chain of pseudonyms. For numbers that would be reasonable for many environments
(a chain length of 3–4, with 2–3 signatures per token), this corresponds to approximately
an order of magnitude more computation for the signatures than the original IBE scheme.
However, many users will only do this once at system set-up time (in order to obtain their
private key) and never again unless they need to change their key pair for some reason, so
this is not an on-going or per-transaction cost in any sense.

We also note that, although the trust traditionally required in the IBE PKG has been a
long-standing concern, it is not the only concern associated with IBE systems. In particular,
many researchers have proposed techniques to deal with revocation in IBE systems (for
example, to avoid Alice having to switch to a new e-mail address if her IBE private key
is compromised by an attacker); see [25–27]. Such techniques are entirely complementary
to the scheme proposed in this paper, but would need to be considered in any real-world
IBE deployment.

6. Conclusions

This paper proposes a scheme to reduce the trust required in the PKG for an identity-
based encryption deployment. Using digital credentials and bilinear maps, our basic
construction separates the PKG from an intermediate CA (ICA), reproducing both the
functionality and the privacy level of the schemes in [4,6]. Our augmented construction, on
the other hand, separates the PKG from a collection of ICAs and allows a user, Alice, to
reduce the probability of any entity breaking her anonymity and learning her IBE private
key to an arbitrarily small value.
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The scientific contribution of our proposal is that it improves on previous constructions
by providing greater deployability and a much higher degree of privacy to the user. The
cost for this is increased computation for Alice and increased interaction with system
authorities (i.e., ICAs), but this is a one-time cost when she needs to obtain her private key;
it is not an on-going or per-transaction cost.

We hope that addressing the critical privacy issue with the PKG will lead to more
widespread acceptance and deployment of IBE. However, we do recognize that other issues,
such as a suitable revocation mechanism and standardization of system parameters, need
to be resolved in conjunction with the reduction of trust in the PKG before such real-world
deployments can occur.

Future work in this area will involve searching for ways to reduce Alice’s overall
computation when obtaining her private key (perhaps through developing computation-
ally lighter blind signature protocols, designing efficient mechanisms to obtain multiple
credential signatures in parallel, or determining optimal values of η and δ for given risk
levels). We also encourage researchers to find the best ways to integrate the augmented
scheme of this paper with efficient revocation techniques and with the system parameters
of other security technologies with which it may need to interact.
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