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Abstract: The oil and gas industry consistently embraces innovative technologies due to the sig-
nificant expenses associated with hydrocarbon transportation, pipeline corrosion issues, and the
necessity to gain a deeper understanding of two-phase flow characteristics. These solutions involve
the implementation of predictive models utilizing neural networks. In this research paper, a compre-
hensive database comprising 4864 data points, encompassing information pertaining to oil–water
two-phase flow properties within vertical pipelines, was meticulously curated. Subsequently, an
encoder-only type transformer neural network (TNN) was employed to identify two-phase flow
patterns. Various configurations for the TNN model were proposed, involving parameter adjustments
such as the number of attention heads, activation function, dropout rate, and learning rate, with the
aim of selecting the configuration yielding optimal outcomes. Following the training of the network,
predictions were generated using a reserved dataset, thus facilitating the creation of flow maps
depicting the patterns anticipated by the model. The developed TNN model successfully predicted 9
out of the 10 flow patterns present in the database, achieving a peak accuracy of 53.07%. Furthermore,
the various predicted flow patterns exhibited an average precision of 63.21% and an average accuracy
of 86.51%.

Keywords: transformer neural network; two-phase flow; flow pattern identification; machine
learning; fluid transport

1. Introduction

The transportation of multiphase flows is a commonplace practice in today’s indus-
trial landscape. These flows typically consist of two or more phases and may include
various physical states, such as liquid, solid, or gaseous components. Multiphase flows
find applications across diverse industrial sectors, including agriculture, food produc-
tion, pharmaceuticals, and oil extraction, among others. To categorize multiphase flows
effectively, they are classified based on the specific phases involved. Three-phase flows,
for instance, encompass gas, oil, and solid substances. However, the primary focus of
study within multiphase flows often centers on two-phase flows, which can manifest as
gas–liquid, gas–solid, liquid–solid, or liquid–liquid configurations [1,2]. The subcategory
of two-phase liquid–liquid flows is particularly relevant in the oil and gas industry. It
pertains to the production of crude oil from water and oil mixtures within pipelines. These
mixtures are then transported to processing facilities or refineries for further treatment and
refinement [3–5].

An essential aspect of multiphase flows is their internal geometric configuration
or flow pattern. This configuration arises from the interactions between the different
substances involved and is contingent on various factors, including the flow rates of these
substances, the diameter of the pipe, and the transport properties unique to each of the
flows [1]. A crucial variable in determining the type of flow pattern within a pipe is its
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inclination. This is due to the fact that the flow patterns observed in horizontal pipes differ
from those encountered in vertical pipes [6]. Investigating the behavior of two-phase flow
patterns in pipelines is of utmost importance, particularly in addressing challenges like the
reduction of pumping costs associated with the extraction of heavy crude oils, which often
possess viscosities exceeding 10,000 cP [7], given that these make up a third of the world’s
hydrocarbon reserves [8]. Furthermore, the oil industry faces a significant challenge related
to pipeline corrosion, both internally and externally. Studies have estimated that around
80% of pipeline failures in the oil transportation sector are attributed to internal corrosion.
These corrosion-related failures result in substantial maintenance costs. Therefore, it
becomes imperative to accurately determine the flow pattern within the pipeline as a
means to mitigate these corrosion-related failures and reduce maintenance expenses [9].

Furthermore, in reference [10], predictive models are explored for calculating the
volumetric fraction of a horizontal two-phase water–oil flow using an artificial neural
network. The results indicate a mean absolute percentage error (MAPE) of 3.01% and
a coefficient of determination of 0. Additionally, in reference [11], it is mentioned that
utilizing Computational Fluid Dynamics (CFD) predictions of a two-phase flow with STAR-
CCM+ software (Version 8.06) enables precise control of the corrosion risk in pipelines.
Moreover, simulation has yielded significant contributions to gas lift processes based on
the two-fluid model [12], as well as the capture and recovery of CO2 with the formation
of gas combustion hydrates in both frozen and unfrozen sediments [13]. Furthermore, it
enables the development of two-dimensional models to simulate asphaltene deposition
in wells and pipelines [14] and optimization in determining the minimum miscibility
pressure between CO2 and petroleum using hybrid methods [15]. Additionally, thanks
to the progress brought about by the fourth industrial revolution (Industry 4.0), benefits
have been implemented in various fields with the assistance of artificial intelligence (AI),
which has the potential to process vast amounts of data [16]. The scope of application of
this learning technique extends to various industrial sectors, as is the case with the oil
and gas sector. Therefore, innovative methods are required to replace the old monitoring
methods in hydrocarbon transport, where the presence of multiphase flows in different
combinations of liquids, gases, and solids is recorded. Consequently, the simulation of
processes involving multiphase flows has allowed for the generation of solutions to various
engineering problems through modeling. This extends to a wide range of applications that
ensure the proper flow of hydrocarbons inside pipelines [17–20].

The extensive domain of machine learning has generated various alternatives to ad-
dress complex problems associated with data recognition and classification [20]. Among
the implemented techniques is the Transformer Neural Network (TNN), a neural network
originally created for translating long strings of text [21]. It has also demonstrated high
performance in multilingual models [22]. Additionally, leveraging the BERT architecture,
derived from the original TNN, it has been applied in a variety of applications, such as
text analysis for text classification [23] or emotion classification [24]. Tasks traditionally
handled by convolutional neural networks, such as image detection and classification,
have been adapted to TNN in a model known as the Visual Transformer [25]. More-
over, in DNA research, TNN-based models have been developed for genome sequence
identification [26,27], as well as protein sequence profile prediction [28]. Furthermore, this
technique has been implemented in engineering for wind energy prediction [29,30]. Ad-
ditionally, a fundamental aspect of using neural networks is the allocation of 80% of the
database for model training, 10% for testing, and 10% for validation [31].

Given the increasing implementation of AI in the petrochemical industry for control-
ling multiphase fluid-related processes, this study develops an intelligent model based
on a TNN capable of predicting flow patterns within vertical pipelines with liquid–liquid
two-phase flow of oil and water. First, the most suitable transformer-type neural network
for the desired application is selected. Then, the data structure related to the water/oil two-
phase flow is developed using available information from various sources. The database is
filtered and divided, ensuring that the training dataset contains the minimum and max-
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imum values of each parameter used in the model’s inputs. Different configurations of
the Transformer Neural Network are implemented to select the most suitable one based
on the error and accuracy of each trained model. Finally, the most relevant conclusions
are presented.

2. Materials and Methods

The architecture of the original TNN is based on the encoder–decoder, as depicted in
Figure 1. This architecture is widely used for tasks such as machine translation, where a
sequence of words is translated from one language to another. This architecture consists of
two components: the encoder, which converts a sequence of input tokens into a sequence of
embedding vectors, and the decoder, which iteratively uses the hidden state of the encoder
to generate an output sequence of tokens, one token at a time.
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Figure 1. A comprehensive overview of the neural network structure for two-phase flow pattern
identification in vertical pipelines using a transformer encoder–decoder architecture.

2.1. Types of Transformers

The architecture of the transformer was initially designed for sequence-to-sequence
tasks like machine translation, but it was soon adapted with independent encoders and
decoders, resulting in three different types of transformers [32]:

- Encoder-only: This model can convert an input sequence of text into a numerical
representation suitable for tasks such as text classification or named entity recogni-
tion. The representation calculated for a given token in this architecture depends on
bidirectional attention, meaning it relies on both the left and right context of the token.

- Decoder-only: This type of model is capable of automatically completing a sequence
by iteratively predicting the most probable next word. In this case, the model relies on
causal or autoregressive attention, meaning that the representation calculated for a
token in this architecture depends solely on the left context.

- Encoder–decoder: these are used to model complex mappings from one sequence of text to
another, making them suitable for tasks such as machine translation and summarization.

For this work, the encoder-only model is used. Therefore, the structure of the encoder
block is explained in detail below. The structure of the encoder block is shown in Figure 2.
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A sequence of embeddings enters this block and is processed through the following layers:
a multi-head self-attention layer and a feed-forward layer.
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Figure 2. Structural components and workflow of the neural network encoder.

Self-attention is a mechanism that allows neural networks to assign a different amount
of attention, meaning a different weight value, to each element of a sequence. Therefore,
the main idea of self-attention is to use the entire sequence to calculate a weighted average
for each embedding. One way to formulate this is that given a sequence of tokens X1, . . ., Xn,
self-attention produces a sequence of new embeddings X1

′, . . ., Xn
′, where each Xi

′ is a
linear combination of all the Xj, as shown in Equation (1):

Xi
′ =

n

∑
j=1

wjixj (1)

where the coefficient wji is the attention weight and is normalized in such a way that
Σjwji = 1.

The self-attention process involves three vectors: Q, queries, K, keys y, and V, values,
which are derived by multiplying each input entry by weight matrices W (trained during
training). A dot product is computed between the vector Q and the vector K. The result
is then divided by the square root of the dimension size of the original input vectors (dk),
normalized using the SoftMax operation, and multiplied by the vector V. For computa-
tional efficiency, the information is treated in the matrix form. Equation (2) represents the
attention process.

Attention(Q, K, V) = Z = So f tMax
(

Q ∗ KT
√

dk

)
∗ V (2)

2.2. Data Structure

A database was structured based on experimental data already available in the litera-
ture related to two-phase flow consisting of water and oil in vertical pipelines. A total of
4864 data points were collected from 18 different authors, as detailed in Table 1, which pro-
vides comprehensive information regarding the data from each author. The table indicates
the pipe diameter (D) used in the experiments, the viscosity (µo) and density (ρo) of the
oil used, the number of flow patterns identified, and the quantity of extracted data.
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Table 1. General information of the database for two-phase water and oil flow in vertical pipes: a
comprehensive overview of key data parameters and characteristics.

Reference D [m] µo [Pa·s] ρo [kg]/m3 Number of Flow Patterns Data

[33] 0.0284 0.488 925 3 392
[34] 0.1064 0.00188 800 6 49
[35] 0.02 0.011 856 3 101
[36] 0.05 0.02 850 5 126
[37] 0.04 0.035 860 4 92
[38] 0.0263 0.0201 851 2 15
[39] 0.02 0.125 801 4 175
[40] 0.127 0.001 801 2 9
[41] 0.027 0.02 801 4 109
[42] 0.0254 0.001 792 4 55
[43] 0.0254 0.001 792 5 32
[44] 0.01 0.287 1823 3 1421
[45] 0.026 0.0011 793 5 90
[46] 0.03 0.03 856 4 252
[47] 0.0284 0.5 930 1 92
[48] 0.03 0.044 860 4 98
[49] 0.02 0.09732 857 7 1699
[50] 0.04 0.0041 824 1 57

Based on the schemes developed in each study, a total of 9 distinct flow patterns
were identified, characterized by variations in the continuous phase, either aqueous (w) or
oily (o). These patterns include very fine dispersed droplets (VFDs) o/w (265 cases) and
w/o (204 cases), drops (D) o/w (947 cases) and w/o (1292 cases), slug (S) o/w (459 cases)
and w/o (656 cases), churn (21 cases) o/w and (126 cases) w/o, annular (Core flow) with
480 cases, and the transition region (TF) with 314 cases. Figure 3 provides a graphical
representation illustrating the behavior of the most prominent flow patterns.
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and transition phenomena.

In general, when the presence of variation from one flow pattern to another is evident,
it can be defined as a transition intermediate flow (TF). On the other hand, the studied
database has information related to the surface velocities of the fluids involved and their
mixture, the volume fraction of water and oil, the diameter of the implemented pipe, the
viscosity of the oil, and the type of flow patterns developed.
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2.3. Transformer Neural Network Model

The structure of the implemented model consists of the encoder implemented in
TNN and a SoftMax layer at the model’s output. The input vector X is composed of the
superficial velocities of the fluids (oil and water), their sum, the in situ volumetric fraction
(holdup) of both fluids, the viscosity of the oil, and the diameter of the circular cross-section
pipe, as shown in Equation (3).

X =



Jo
Jw

Jo+w
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The selected optimizer for training is Adam, as it integrates the characteristics of two
methodologies: one is the gradient descent algorithm with momentum, and the other is
the RMSP (Root Mean Square Propagation) algorithm. Gradient descent with momentum
is used to accelerate the gradient descent algorithm by considering the exponentially
weighted average of gradients, meaning that using averages makes the algorithm converge
towards minima at a faster rate. This method is defined in Equations (4) and (5).

ωt+1 = ωt − αmt (4)

where

mt = βmt−1 + (1 − β)

[
δL
δωt

]
(5)

were mt is the aggregated gradients at the current time step t, initially set to 0. Additionally,
mt−1 represents the aggregated gradients at time step t − 1, ωt is the weight at time step t,
ωt+1 is the weight at time step t + 1, α is the learning rate at time step t. Furthermore, δL
is the derivative of the loss function, δωt is the derivative of weights at time step t, and
β = 0.9 is the moving average parameter.

The Root Mean Square Propagation (RMSP), instead of accumulating squared gradi-
ents, uses exponential moving averages. It is defined as follows in Equation (6).

ωt+1 = ωt −
α

(vt +
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[
δL
δωt

]
(6)

where

vt = βvt−1 + (1 − β)

[
δL
δωt

]2
(7)

where vt is the sum of past squared gradients, i.e., sum(δL/δωt−1). Initially, vt = 0.
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= 10−8 is a small positive constant to prevent division by zero when vt −→ 0 , and
α = 0.001 is the learning rate parameter.

Therefore, Adam controls the gradient descent speed, making it possible to reach the
global minimum with small steps and steps large enough to overcome local minima along
the way, thus achieving efficiency. In this case, Equation (8) is used.

mt = β1mt−1 + (1 − β1)

[
δL
δωt

]
; vt = β2vt−1 + (1 − β2)

[
δL
δωt

]2
(8)

where β1 = 0.9 and, β2 = 0.999 are the decay rates for the gradient averages in the two
previous methods.

Given that mt and vt are initialized as 0 according to the previous methods, they tend
to be biased towards 0 because β1 and β2 ≈ 1. Adam solves this problem by computing
bias-corrected mt and vt. This is carried out to have control over the weights while reaching
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the global minimum and to avoid high oscillations when approaching it, meaning it adapts
to gradient descent with each iteration. The equations used are (9) and (10):

m̂t =
mt

1 − β1
t ; v̂t =

vt

1 − β2
t (9)

therefore

ωt+1 = ωt − m̂t

(
α√

v̂t +
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The loss function implemented in the training of the developed model is the Binary
Cross entropy function, which is typically used in binary classification problems but can
also be applied to problems where the variables to predict take values between 0 and 1.
This function is defined in Equation (11):

LBCE = − 1
n

n

∑
j=1

c

∑
i=1

[yilog ŷi + (1 − yi)log(1 − ŷi)] (11)

where yi is the actual class to be predicted, ŷi is the predicted probability for the class, c is
the number of classes, and n is the number of examples.

Variations were performed using 4 different activation functions, among which we
have the ReLU function, which transforms input values by zeroing out the negative values
and leaving the positive ones unchanged. It is defined as Equation (12).

ReLu(x) = max(0, x) =
{

0 for x < 0
x for x ≥ 0

(12)

The second activation function is the sigmoid function, which is used in models where
it is necessary to predict probabilities as an outcome, as it takes a range of values between 0
and 1. Its definition is shown in Equation (13).

Sigmoid(x) =
1

1 + e−x (13)

Also, the hyperbolic tangent function was implemented, which is similar in continuity
to the sigmoid function but has outputs in a range from −1 to 1, and it is defined in
Equation (14):

Tanh(x) =
ex − e−x

ex + e−x (14)

Finally, the GeLU activation function was used, as defined in Equation (15), which
adds nonlinearity by multiplying a stochastic sigmoid function by the input, resembling
the ReLU function.

GeLU(x) =
1
2

x
[

1 + erf
(

x√
2

)]
(15)

Firstly, the learning rate (LR) was varied with the following values: 0.005, 0.001, and
0.0005. The dropout layer was considered with values of 0.1, 0.3, and 0.5. The attention
heads in the multi-head-attention layer were set to 1, 2, and 4, and a single encoder was
implemented. The embedding dimension was 32, and the feed-forward layer dimension
was 32 as well. For each particular simulation, 55 epochs were considered during the neural
network training process, and a batch size of 2800 was used. To compare the performance
of different configurations, accuracy was evaluated as the number of correct predictions
divided by the total number of data points for each phase.

Furthermore, a confusion matrix was generated for the models selected based on
their performance, from which precision and accuracy were extracted for each of the flow
patterns. It is necessary to calculate the values of true positives (TP), true negatives (TN),
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false positives (FP), and false negatives (FN) first. Precision is defined in Equation (16), and
accuracy is defined in Equation (17).

Precision =
VP

VP + FP
(16)

Accuracy =
VP + VN

VP + FN + FP + VN
(17)

3. Results

Tests were conducted with 110 different parameter configurations, from which eight
models were selected based on configurations that exhibited minimal overfitting during the
training phase while identifying the highest number of flow patterns in the validation phase.
Table 2 presents the results obtained during the TNN training with various parameter
variations. The table displays the precisions achieved by each model in different phases
(training, testing, and validation).

Table 2. Precision results for the training, testing, and validation phases for different models.

Parameters Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Activation function sigmoid ReLU sigmoid ReLU sigmoid Tanh Gelu ReLU
N◦ attention heads 2 4 4 4 1 2 2 2

Dropout 0.3 0.5 0.5 0.1 0.1 0.3 0.3 0.1
Learning rate 0.001 0.001 0.001 0.0005 0.001 0.001 0.001 0.001

Training accuracy (%) 99.92 99.54 99.49 99.38 99.97 99.61 99.72 99.97
Test accuracy (%) 52.25 51.23 51.43 51.64 55.53 52.87 49.80 54.10

Validation accuracy (%) 51.04 48.98 49.18 52.87 52.25 50.00 48.98 53.07

Conducting a detailed analysis of the accuracy achieved by the models developed
using the Transformer Neural Network, it was possible to identify the best results during
the training and testing phases, which correspond to models 1, 5, and 8. These models were
selected because their accuracy exceeds 99.9% during the training phase and 52% during
the testing phase.

Figure 4 displays the precision curves generated during the training phase for the
three selected models. It can be observed that models 5 and 8 tend to reach their maximum
value close to one in the epoch range between epochs 46 and 55.
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Figure 4. Precision behavior during the training phase.

Additionally, it is possible to identify that the curve generated by model 8 shows a
growing trend when iterated with a smaller number of epochs compared to model 5. This
is because its values, until reaching maximum precision, always remain lower than the
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curve of model 8. This behavior is generated by the optimized structure created for model
8. In this case, the internal mathematical process of the TNN accelerates by implementing
the ReLU activation function, which does not activate all layers simultaneously, combined
with a dropout of 0.1 and two attention heads.

On the other hand, the precision curve generated by model 1 shows a slower increasing
trend, which required a greater number of epochs beyond 55 to reach values close to unity.
This demonstrates that despite achieving a precision of 99.92%, it is not the most efficient
model. This is because the sigmoid function exhibits slow growth when the gradient
descent approaches zero, delaying the learning of the model in question.

In Figure 5, the precision curves generated during the testing phase are presented. It is
observed that model 5 achieves higher precision from epoch number 40 onwards, which is
the same epoch when the precision curves of models 1 and 8 have already stabilized at their
maximum values of 52.25% and 54.10%, respectively. Additionally, the curve generated
by model 5 exhibits gradual growth, lower than the curves presented by models 1 and 8.
Despite having better precision in the testing phase, model 1 consumes more computational
resources as it requires a greater number of epochs to stabilize at its maximum value,
which is not efficient when considering that models 1 and 8 only require 31 epochs to reach
this point.
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Figure 5. Accuracy behavior during the testing phase.

For the selected models, confusion matrices were constructed to analyze the behavior
of predictions for each of the flow patterns. In the confusion matrix, the true positives (TPs)
for each category are observed, meaning the number of data points that were correctly
predicted for a specific flow pattern. Likewise, other correctly predicted patterns will be
true negatives (TNs), i.e., the other values on the main diagonal. False positives (FPs)
are those that the model believes it is predicting correctly; these values correspond to the
column of the predicted flow pattern. False negatives (FNs) are values corresponding to
the row of the true flow pattern. These confusion matrices can be seen in Figure 6a–c.
For example, for model 1, taking the D w/o pattern as a reference, TP = 99, adding the
other values on the main diagonal results in TN = 150, summing the other values in the D
w/o column gives FP = 104, and summing the other values in the D o/w row results in
FN = 31.
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Table 3 displays the precision and accuracy values by flow type for the three selected
models, obtained by applying Equations (16) and (17). According to Table 3, it can be
observed that the best performance corresponds to model 8, with an average precision of
63.21% and an accuracy of 86.51%.

Table 3. Precision and accuracy results by flow type according to the predictions made by the models.

Model 1 Model 5 Model 8

Precision
[%]

Accuracy
[%]

Precision
[%]

Accuracy
[%]

Precision
[%]

Accuracy
[%]

Churn o/w 0.00 98.81 0.00 98.84 0.00 98.85
Churn w/o 100.00 96.14 100.00 96.59 100.00 95.93
Core flow 95.83 98.81 100.00 98.84 100.00 99.62

D o/w 56.00 74.33 51.26 73.49 44.79 70.00
D w/o 48.77 64.84 49.48 65.89 53.18 68.52
S o/w 22.45 77.33 83.33 85.86 80.00 85.76
S w/o 41.43 76.15 34.29 74.34 33.33 74.64

TF 43.75 88.30 35.00 87.33 62.50 89.93
VFD o/w 52.38 87.37 50.00 87.33 58.33 88.70
VFD w/o 33.33 92.25 20.00 91.76 100.00 93.17

Average 49.39 85.43 52.34 86.03 63.21 86.51
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Figure 7 presents the flow map structured from the gathered information, using the
superficial velocities of oil and water as references. In this map, you can identify the
different regions where the 10 flow patterns listed initially appear.
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In Figure 8, the predicted flow map by model 8 is presented. It is possible to observe
that the selected model can predict 9 out of the 10 types of flow patterns shown in Figure 7.
However, model 8 fails to predict the churn o/w flow pattern correctly. This is because in
the used database, it is the flow pattern with the fewest occurrences (21), and only 15 of
these are used for training when considering the defined percentage segmentation. This
generates a significant data imbalance when compared to the D o/w pattern with 1196 data
points, for example. The map in Figure 8 shows clusterization similar to the reference data,
with some overlap in certain areas, except for the churn o/w flow pattern, which is absent
in the predictions of model 8.
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4. Conclusions

A database of two-phase flow patterns was structured based on information reported
in the literature by various authors, comprising a total of 4864 experiments. This database
includes seven parameters related to multiphase flows and identifies 10 different flow patterns.

A Transformer Neural Network was developed using Python to predict two-phase
flow patterns, achieving a training accuracy of 99.97% and a validation accuracy of 53.07%
for model 8. This model successfully predicted 9 out of the 10 flow patterns used in the
training phase with an average precision of 63.21% and an average accuracy of 86.51%.
This indicates that the Transformer Neural Network can predict different flow patterns
with high accuracy and reasonable precision. It is worth noting that the TNN does not
require excessive computational resources for training, as it achieves near-perfect accuracy
during this phase with a substantial batch size and a small number of epochs, making it an
efficient neural network.

Flow maps were constructed using both reference data and the predictive model,
revealing a striking resemblance between the map generated from predicted data and the
one generated from experimental data. Additionally, data clustering and transition zones
between flow patterns were clearly evident.

The best prediction results from the models were achieved with sigmoid and ReLU
activation functions, using a learning rate of 0.001. Regarding the number of attention
heads, good results were observed with either one or two heads. Additionally, it is worth
mentioning that a dropout rate of 0.1 or 0.3 is sufficient.

The study underscores the effectiveness of the Transformer Neural Network (TNN)
model in identifying two-phase flow patterns in vertical pipelines, not reported before,
and highlights its potential applications in the oil and gas industry. The TNN model’s
precision in recognizing flow patterns suggests opportunities for optimizing hydrocarbon
transportation processes, leading to increased operational efficiency and reduced costs.
Moreover, its implementation in monitoring systems could aid in the early detection of flow
patterns contributing to pipeline corrosion, enhancing facility integrity management. In
oil and gas production, understanding flow patterns using the TNN model could improve
production efficiency by allowing real-time adjustments in extraction and processing.
Furthermore, the TNN model could be incorporated into ongoing monitoring systems
to formulate predictive maintenance strategies, anticipating possible concerns related to
equipment wear.

As further work, it is recommended to create a database with a larger amount of data,
ensuring a balanced representation of data points for each flow pattern implemented. This
will improve the TNN model, mitigating the risk of biasing predictions toward the flow
pattern with the highest data volume during the training phase.
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