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Abstract

:

Context: Chronic inflammation has been linked to cancer since the 19th century. Tumor growth is supported by the proangiogenic factors that chronic inflammation requires. Polarized leukocytes initiate these angiogenic and tumorigenic factors. TIPE2, a transport protein, manages the cytoskeletal rearrangement that gives a polarized leukocyte its motility. Inhibition of this protein could lead to a therapeutic option for solid tumor cancers; however, no such inhibitors have been developed so far due to the large cavity size of the TIPE2 protein. Here we have examined possible small molecule inhibitors by combining structure-based and fragment-based drug design approaches. The highest binding ligands were complexed with the protein, and fragment libraries were docked with the complex with the intention of linking the hit compounds and fragments to design a more potent ligand. Three hit compounds were identified by in silico structure-based screening and a linked compound, C2–F14, of excellent binding affinity, was identified by linking fragments to the hit compounds. C2–F14 demonstrates good binding stability in molecular dynamic simulations and great predicted ADME properties. Methods: High throughput molecular docking calculations of mass libraries were performed using AutoDock Vina 1.1.2. Molecular docking of individual ligands was performed using AutoDock Vina with PyRx. Ligand libraries were prepared using OpenBabel, linked ligands were prepared using Avogadro. The protein was prepared using AutoDockTools-1.5.6. Protein-ligand complexes were visualized with PyMOL. Two- and three-dimensional representations of protein–ligand interactions were plotted with BIOVIA Discovery Studio Visualizer. In silico absorption, distribution, metabolism, and excretion (ADME) properties were calculated using SwissADME. Molecular dynamics simulations were conducted with GROMACS.
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1. Introduction


Cancer is the second leading cause of death in the United States [1] and is expected to be the leading cause of death globally in the 21st century [2]. Tumor growth often arises at sites of chronic inflammation [3,4,5,6,7,8,9,10,11] as chronic inflammation establishes an environment that supports angiogenesis and tumorigenesis [4,7,11,12,13,14,15]. Cytokines, pro-inflammatory signaling proteins, are the link between inflammation and cancer [7]. Cytokines signal for the polarization of leukocytes, enabling the migration of leukocytes into inflamed areas, where leukocytes then initiate angiogenic and tumorigenic promoting factors. Tumor necrosis factor a-induced protein 8 like 2, or TIPE2, through its transportation of two phosphoinositides, controls the formation of both the leading and trailing edge of a polarized leukocyte. Inhibition of this protein would prevent the initial and secondary binding events that begin a sequence of actions that lead to the sustainment of chronic inflammation and subsequently, tumor cell proliferation, migration, and survival.



TIPE2 is a transport protein discovered by Sun et al. in the inflamed tissue of mice with experimental autoimmune encephalomyelitis (EAE) [16]. TIPE2, located on the human chromosome 1 and predominately expressed in lymphoid and myeloid cells, is essential in maintaining immune homeostasis as a regulator of innate and adaptive immune response [17,18]. Consisting of 150 amino acids, TIPE2 is a large protein with a fold distinctive to the tumor necrosis factor α-induced protein like 8 family. TIPE2 is characterized by a large central cavity of hydrophobic nature measuring 10 Å by 20 Å (Figure 1). This, in conjunction with its larger size, permits cofactors to fit in the cavity and bind to TIPE2 [18,19]. Through its role as a phosphoinositide transfer protein, TIPE2 can promote the formation of the leading edge of a polarized leukocyte. TIPE2 extracts phosphatidylinositol 4,5-bisphosphate (PIP2) from phosphatidylinositol 3,4,5-trisphosphate-rich (PIP3) membranes; this reduction in PIP2 levels promotes the formation of leading edges [13]. Once PIP2 (Figure 2) binds to TIPE2, TIPE2 subsequently transports and releases PIP2 to PI(3)K to be phosphorylated to PIP3. PIP3 then activates Rac-guanine-nucleotide-exchange factors which, in turn, activates Rac1 and further promotes the formation of the leading edge. TIPE2 plays dual roles in leukocyte polarization and can also bind to Rac1, inhibiting the latter’s function of promoting leading edges and, by default, enhancing the formation of the trailing edges.



Once the polarized leukocytes have reached the site of inflammation, they express several factors that promote angiogenesis: platelet-derived growth factor (PDGF), fibroblast growth factor-2 (FGF2), matrix metalloproteinase-9 (MMP-9), and vascular endothelial growth factor (VEGF) as well as tumor-promoting factor and tumor necrosis factor alpha (TNFα) [12,13], leading to the sustainment of an environment in which tumor cells can thrive.



TIPE2-deficient bone marrow neutrophils (BMNs), types of leukocytes, show a substantial decrease in polarization compared to wild-type BMNs. TIPE2-deficient mice with experimental autoimmune encephalomyelitis also exhibited diminished inflammation due to the reduction in leukocyte polarization and migration [18]. TIPE2 deficiency in myeloid-derived suppressor cells (MDSCs), a type of leukocyte that suppresses immune response, leads to reduced tumor growth [19]. These works by Fayngerts et al. and Yan et al. [18,19] indicate a therapeutic benefit for TIPE2 inhibition. However, no such inhibitors have been developed so far due to the large cavity size of the TIPE2 protein.



We have conducted a structure-based in silico screening, incorporating fragment-based design techniques, to identify potential TIPE2 inhibitors using AutoDock Vina. In the first step, three hit compounds from the two drug-like libraries of Enamine (consisting of around 200,000 molecules) and ChemBridge (consisting of around 350,000 molecules) were used. Then, to improve upon the binding affinity of the three hit compounds, three ligand–protein complexes were made, and then fragments were docked with the complexes. The fragment libraries were docked with the complex with the intention of linking the hit compounds and fragments to design a more potent ligand. Herein we present the results of the structure-based screening, supplying us with three hit compounds, and the highest binding hit-compound–fragment linked ligand.




2. Methods


High throughput molecular docking calculations of mass libraries were performed using AutoDock Vina 1.1.2 [20] on Drexel University’s computer cluster Proteus initially, which was replaced by Picotte. Molecular docking of individual ligands was performed using AutoDock Vina with PyRx [21] Ligand libraries were prepared using OpenBabel [22]; linked ligands were prepared using Schrodinger® docking suits (Schrödinger Maestro, New York, NY, USA. Version 11.9.011, MMshare Version 4.5.011) [23]. The protein was prepared using AutoDockTools-1.5.6 [24] Protein–ligand complexes were visualized with PyMOL [25]. Two- and three-dimensional representations of protein–ligand interactions were plotted with BIOVIA Discovery Studio Visualizer [26]. Molecular drawing was conducted with ChemDraw. In silico absorption, distribution, metabolism, and excretion (ADME) properties were calculated using SwissADME [27]. Molecular dynamics simulations were conducted with GROMACS [28].



2.1. Preparation of Receptor and Ligands


The crystal structure of TIPE2 was retrieved from the RCSB Protein Data Bank (PDB ID: 3F4M). The structure was cleaned, removing all water and co-crystallized atoms, and prepared with the addition of polar hydrogens and calculation of Gasteiger charges in AutoDockTools. Two “drug-like” libraries of ligands—Enamine, consisting of around 200,000 molecules, and ChemBridge (sourced from ZINC), consisting of around 350,000 molecules—were retrieved from their respective sites and optimized. Two fragment libraries—LC Advanced Subset of General Fragment Library and LC General Fragment Library Main Collection, consisting of around 70,000 compounds—were retrieved from the Life Chemicals website. Fragment libraries were also retrieved from Enamine, including a “mini-fragment” library, consisting of molecules around 100 amu. All libraries were prepared in OpenBabel through the addition of partial charges, minimization using the MMFF94, the Merck Molecular Force Field, and conversion to pdbqt format.




2.2. Preparation of Receptor and Hit Compound Complex


The protein and hit compounds were visualized together in PyMol and saved as one macromolecule for each protein–hit compound complex. The new macromolecule was imported into AutoDockTools, where it was prepared as a protein file in the aforementioned manner.




2.3. Molecular Docking


To inhibit the interaction of TIPE2 and PIP2, the grid box was initially constructed to cover the entire binding cavity of TIPE2. The grid box was centered at x = 63.57, y = 12.59, and z = 8.49, and of dimensions 25.00 Å × 25.00 Å × 25.00 Å along the x-, y-, and z-axis, respectively. This grid box was used to run the Enamine and ChemBridge “drug-like” libraries. The box was chosen to cover the entirety of the binding pocket; it is smaller than the protein but does capture the entire binding site. The fragment libraries were docked with a grid box that spans the binding cavity entrance, occluding the pocket, with dimensions of 25.00 Å × 25.00 Å × 20.00Å centered at x = 65.27, y = 12.22, z = 19.52. Top fragments were selected from the data based on binding affinity, the highest binding affinity being the most negative.




2.4. Fragment Modifications


Fragments were visualized in PyMol with the hit compound–protein complexes. The fragments were then linked to the hit compound using ChemDraw 8.0. The new compound was then minimized in Avogadro with the MMFF94 force field and then input into PyRx to be docked with the un-complexed protein in AutoDock Vina using the grid box of dimensions 25.00 Å × 25.00 Å × 20.00Å along the x-, y-, and z-axis, respectively, and centered at x = 65.27, y = 12.22, z = 19.52.




2.5. Molecular Dynamics


The three hit compound–protein complexes (C1–TIPE2, C2–TIPE2, and C3–TIPE2), the highest binding hit compound + fragment-protein complex (C2_F14–TIPE2) were solvated in a dodecahedron cell unit with the protein centered and at least 10 Å from the unit cell edge. The systems were neutralized with the appropriate Cl- or Na+ ion. Energy minimization was performed using the AMBERFF99SB-ILDN force field. Temperature was maintained at 300 K. MD simulations were run for 10 ns. Root-mean-square deviation (RMSD) and root-mean-square fluctuation (RMSF) were analyzed to examine the complexes’ binding stabilities.





3. Results and Discussion


3.1. Molecular Docking


Three hit compounds, (7S,9aR)-7-((1H-imidazol-4-yl)methyl)-2-((1-(p-tolyl)-1H-pyrazol-4-yl)methyl)hexahydro-2H-pyrazino [1,2-a]pyrazine-6,9-dione (compound 1, referred to herein as C1), 4-(3-((1,3a,4,6,7,7a-hexahydro-5H-pyrazolo [4,3-c]pyridin-5-yl)methyl)naphthalen-2-yl)piperazin-2-one (compound 2, referred to herein as C2), and (6-hydroxy-3a-methoxyoctahydro-1H-indol-1-yl)(2′-methyl-[1,1′-biphenyl]-3-yl)methanone (compound 3, referred to herein as C3) (Figure 3), were identified from the drug-like libraries for their high binding affinity. In addition to their binding affinity, C2 and C3 were chosen due to their higher binding position in the cavity. Docking scores of the compounds are compiled in Table 1.



C1 has a binding affinity of −8.7 kcalmol−1. Interactions between C1 and the protein are shown in Figure 4. As the compound sits lower in the cavity, interacting predominately with the hydrophobic amino acid residues that comprise the binding pocket, a lot of van der Waals interactions are exhibited. Phenylalanine 147, leucine 94, leucine 156, serine 151, leucine 155, leucine 159, isoleucine 171, leucine 175, leucine 120, alanine 98, leucine 116, alanine 101, glycine 97, valine 146, leucine 63, leucine 127, and valine 66 are involved in the hydrophobic interactions. A hydrogen bond is formed with phenylalanine 150 of length 2.19 Å. C1 interacts with the aliphatic residues alanine 67, valine 70, and leucine 43 by means of alkyl–alkyl interactions. Alanine 67 also participates in pi–alkyl interactions with the toluene moiety while phenylalanine 90 interacts with this group through pi–pi stacking.



C2 has a binding affinity of −8.8 kcalmol−1. N2 of the pyrazole (Figure 5) hydrogen bonds to serine 35 was found at the more hydrophilic entrance of the binding pocket with a bond length of 2.72 Å. The ligand is involved in van der Waals interactions with valine 70, valine 66, phenylalanine 147, leucine 178, leucine 63, valine 38, leucine 42, leucine 39, isoleucine 31, serine 36, arginine 91, leucine 184, and lysine 183. Phenylalanine 90 is involved in a T−shaped pi−pi interaction with the naphthalene moiety while alanine 67, leucine 127, and leucine 94 have pi−alkyl interactions.



C3 has a binding affinity of −8.7 kcalmol−1. Histidine 74 has a carbon−hydrogen bond with the methyl carbon of the ether (Figure 6). Van der Waals interactions are made with alanine 71 and leucine 94. Phenylalanine 90 and phenylalanine 147 exhibit pi−pi stacking, with phenylalanine 147 stacking in a T−shaped manner. Leucine 63 interacts with the toluene moiety in two ways, pi−alkyl interactions with the benzene ring and alkyl interactions with the methyl group. Valine 66, arginine 91, and valine 146 also exhibit alkyl−alkyl interactions. Alanine 67, valine 70, and leucine 127 interact with the second benzene ring through pi−alkyl interactions.



To improve upon the binding affinity of the three hit compounds, a fragment-based approach was utilized; three ligand−protein complexes were made, and then fragments were docked with the complexes. Due to the possible interactions with the complexed ligand and not only the protein, the binding affinities of the docked fragments are inflated. The top fragments (Figure 7) were visualized with the hit compounds and linked together, then docked with the un-complexed protein. Table 2 compiles the binding affinity of the hit compound–fragment linked ligands. A supplemental file has been added to show the structures of these compounds in Table 2.



The top section of Table 2 compiles the binding affinity of C1 linked to the top ten fragments F1–F10. Compound C1–F7 is the highest binding at −10.9 kcalmol−1. As depicted in Figure 8, two hydrogen bonds are established between serine 35 and both nitrogens cyclopentapyrazole of lengths 3.30 Å and 2.59 Å. A third hydrogen bond is formed between lysine 183 and the primary amine hydrogen of the piperazine dione. Lysine 183 also demonstrates pi−alkyl interaction with the methyl indene. Hydrophobic contacts form with residues alanine 67, leucine 94, leucine 184, alanine 71, aspartic acid 32, histidine 74, glycine 182, arginine 91, valine 70, phenylalanine 90, valine 66, and leucine 127. Phenylalanine 147 pi−pi stacks with the toluene moiety. Phenylalanine also interacts by means of alkyl−alkyl interactions with the methyl group of the toluene along with valine 146 and leucine 63. Leucine 63 also pi−alkyl interacts with the benzene of the toluene. Valine 38 and leucine 39 interact with the cyclopentapyrazole.



The highest binding linked ligand was C2–F14 or 2-(5-(7-((1,3a,4,6,7,7a-hexahydro-5H-pyrazolo [4,3-c]pyridin-5-yl)methyl)-6-(3-oxopiperazin-1-yl)naphthalen-1-yl)-2-oxo-2H-chromen-3-yl)quinazolin-4(3H)-one, with a binding affinity of −12.7 kcalmol−1; this is a significant improvement from the binding affinity of −8.7 kcalmol−1 of C2. The compound is predicted to exhibit poor aqueous solubility at a logS of −6.73; however, it has a decent partition coefficient of 2.87 MlogP and a topological polar surface area (TPSA) of 135.93 Å2. Two hydrogen bonds are formed between serine 35 and both nitrogens of the pyrazole of lengths 2.70 Å and 2.33 Å (Figure 9). The binding orientation of C2–F14 allows for the second hydrogen bond interaction that we do not see in the protein–ligand interactions of C2. Hydrophobic interactions are formed with leucine 184, aspartic acid 32, lysine 183, leucine 178, leucine 42, valine 28, leucine 39, isoleucine 68, phenylalanine 147, valine 146, valine 66, leucine 127, arginine 91, and histidine 74. Phenylalanine 90 pi−pi stacks with the center naphthalene moiety. Pi–alkyl interactions are exhibited by leucine 63, isoleucine 64, isoleucine 31, and leucine 94 with one of the four aromatic groups. Leucine 63 and valine 70 interact with the piperazinone. The type of interactions between TIPE2 and C2–14 are comparable to that of the interactions with C2; there are simply more interactions between TIPE2 and C2–14.



Structures of C3 linked to fragments F21−F30 are shown in the bottom section of Table 2. The highest binding affinity is given by C3−F25 with a score of −11.3 kcalmol−1. This ligand (Figure 10) exhibits van der Waals interactions with residues isoleucine 68, serine 35, leucine 63, leucine 184, leucine 94, valine 70, valine 66, leucine 127, phenylalanine 147, valine 146, valine 38, isoleucine 31, and aspartic acid 32. Pi−alkyl interactions are demonstrated by leucine 39 and alanine 67. Alkyl−alkyl interactions are exhibited by alanine 71, leucine 178, alanine 67, lysine 183, and arginine 91.




3.2. Molecular Dynamics


The binding complexes of the three hit compounds, C1–C3, and the top linked ligand, C2–F14, were investigated through MD studies. The RMSD plot in Figure 11A shows the initial instability of C1 in the binding complex. Within the first nanosecond, the ligand spikes from 0.2 nm to 0.6 nm. Within the next nanosecond, the ligand decreases to 0.35 nm and then continues to fall for the remainder of the simulation to around 0.2 nm, while fluctuating by 0.15 nm. The protein stabilizes around 6 ns. The RMSF plot depicts the significant fluctuations of the amino acid residues of the protein in the binding complex in comparison to the un-complexed ligand. The increased time in stabilization for this binding complex can be attributed to the position within the pocket of the ligand binding. C1 binds too far into the pocket whereas the rest of the ligands bind closer to the cavity entrance, confirming the validity of the grid box shift to higher in the cavity. The conformation of C1–F7 in the binding pocket fluctuates from 0.2 nm to 0.4 nm until it relaxes at 4 ns. Deviations are also seen in the protein with fluctuations from 0.2 nm to 0.3 nm until 4 ns. After 4 ns, the binding complex stabilizes with the ligand fluctuating at 0.30 nm and the protein at 0.2 nm. RMSD analysis of C2 depicts stabilization of the binding complex around 2 ns of the 10 ns MD simulation. After 2 ns, the ligand continually fluctuates at 0.375 nm. The ligand fluctuations increase around 9 ns to 0.50 nm before relaxing back to 0.375 nm (Figure 11B). The protein exhibits no deviations, remaining steady between 0.15 nm and 0.20 nm.



From the 10 ns simulation, the stability of the binding complex for C2–F14 and TIPE2 is adequate. The protein has fluctuations of less than 0.1 nm (1 Å) for the entirety of the simulation. And the ligand, after 1 ns, fluctuates around 0.15 nm for the remainder of the simulation. There are no large deviations depicted (Figure 11D). The RMSF plot depicts the fluctuation of the amino acid residues of the complexed protein in comparison to the solvated protein. Overall, the MD studies depict the potential binding stability of TIPE2 and C2–F14.



The C3−TIPE2 binding complex finds stabilization around 1 ns before plateauing. C3 fluxes steadily at 0.3 nm for the duration of the simulation (Figure 11C). No deviations are observed in the protein. RMSD analysis of the MD simulations of C3–F25 shows stability of the complex at 4 ns The ligand experiences cycles of fluctuations. From the start to 4 ns, the ligand fluctuates between 0.35 nm and 0.6 nm. It stabilizes at 4 ns and stays at 0.45 nm, with a slight drop and recovery between 6 ns and 7 ns.





4. Conclusions


TIPE2, a transport protein for PIP2 and PIP3, controls the formation of the leading and trailing edge of a polarized leukocyte leading to the sustainment of chronic inflammation, an environment known to support tumor growth. Thus, we attempted to find a small molecule inhibitor for the protein as a therapeutic option for solid tumor cancers. Other than the traditional structure-based method [29,30], we have conducted a structure-based in silico screening, incorporating fragment-based design techniques, to identify potential TIPE2 inhibitors. We docked 350,000 molecules with TIPE2 using AutoDock Vina and found three potential hit compounds. Due to the large cavity of TIPE2, we attempted to use a pseudo-fragment-based approach, linking fragments to the hit compounds to increase the width of the potential inhibitors and occlude the binding cavity while simultaneously increasing protein–ligand interactions to induce a higher binding affinity. Compound C2–F14 provided us with the highest binding affinity at −12.7 kcalmol−1. Molecular dynamic simulations, conducted with GROMACS, demonstrate a stable binding complex after 1 ns. The computed partition coefficient and TPSA are good, however aqueous solubility could be improved. Overall, we have demonstrated the potential in the development of a small molecular inhibitor for the protein TIPE2.
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Figure 1. TIPE2 (A) side, (B) top, and (C) slice. 






Figure 1. TIPE2 (A) side, (B) top, and (C) slice.
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Figure 2. Structure of PIP2 (top left) and PIP3 (bottom right). 
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Figure 3. Hit Compounds C1–C3. 
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Figure 4. C1. (A) Sliced side view of C1 in binding pocket. (B) Sliced top view of C1 in binding pocket. (C) Two-dimensional representation of interactions between C1 and TIPE2 protein residues. (D) Three−dimensional interactions (except van der Waals). (E) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by H−bond affinity. 






Figure 4. C1. (A) Sliced side view of C1 in binding pocket. (B) Sliced top view of C1 in binding pocket. (C) Two-dimensional representation of interactions between C1 and TIPE2 protein residues. (D) Three−dimensional interactions (except van der Waals). (E) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by H−bond affinity.
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Figure 5. C2. (A) Sliced side view of C2 in binding pocket. (B) Sliced top view of C2 in binding pocket. (C) Two−dimensional representation of interactions between C2 and TIPE2 protein residues. (D) Three−dimensional interactions (except van der Waals). (E) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by H−bond affinity. 






Figure 5. C2. (A) Sliced side view of C2 in binding pocket. (B) Sliced top view of C2 in binding pocket. (C) Two−dimensional representation of interactions between C2 and TIPE2 protein residues. (D) Three−dimensional interactions (except van der Waals). (E) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by H−bond affinity.
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Figure 6. C3. (A) Sliced side view of C3 in binding pocket. (B) Sliced top view of C3 in binding pocket. (C) Two−dimensional representation of interactions between C3 and TIPE2 protein residues. (D) Three−dimensional interactions (except van der Waals) of amino acid residues and C3. (E) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by H−bond affinity. 






Figure 6. C3. (A) Sliced side view of C3 in binding pocket. (B) Sliced top view of C3 in binding pocket. (C) Two−dimensional representation of interactions between C3 and TIPE2 protein residues. (D) Three−dimensional interactions (except van der Waals) of amino acid residues and C3. (E) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C3 in binding pocket. Surface area of binding pocket visualized by H−bond affinity.
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Figure 7. Structure of fragments F1–F30. 






Figure 7. Structure of fragments F1–F30.
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Figure 8. Highest binding C1 linked ligand, C1−F7. (A) Sliced side view of C1−F7 in binding pocket. (B) Sliced top view of C1−F7 in binding pocket. (C) Two-dimensional representation of interactions between C1−F7 and TIPE2 protein residues. (D) Three-dimensional interactions (except van der Waals) of amino acid residues and C1−F7. (E) Interactions of C1−F7 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C1–F7 in binding pocket. Surface area of binding pocket visualized by H−bond affinity. 






Figure 8. Highest binding C1 linked ligand, C1−F7. (A) Sliced side view of C1−F7 in binding pocket. (B) Sliced top view of C1−F7 in binding pocket. (C) Two-dimensional representation of interactions between C1−F7 and TIPE2 protein residues. (D) Three-dimensional interactions (except van der Waals) of amino acid residues and C1−F7. (E) Interactions of C1−F7 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C1–F7 in binding pocket. Surface area of binding pocket visualized by H−bond affinity.
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Figure 9. Highest binding C2 linked ligand, C2–F14. (A) Sliced side view of C2–F14 in binding pocket. (B) Sliced top view of C2–F14 in binding pocket. (C) Two-dimensional representation of interactions between C2–F14 and TIPE2 protein residues. (D) Three-dimensional Interactions (except van der Waals) of amino acid residues and C2–F14. (E) Interactions of C2–F14 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C2–F14 in binding pocket. Surface area of binding pocket visualized by H-bond affinity. 






Figure 9. Highest binding C2 linked ligand, C2–F14. (A) Sliced side view of C2–F14 in binding pocket. (B) Sliced top view of C2–F14 in binding pocket. (C) Two-dimensional representation of interactions between C2–F14 and TIPE2 protein residues. (D) Three-dimensional Interactions (except van der Waals) of amino acid residues and C2–F14. (E) Interactions of C2–F14 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C2–F14 in binding pocket. Surface area of binding pocket visualized by H-bond affinity.
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Figure 10. Highest binding C3 linked ligand, C3–F25. (A) Sliced side view of C3–F25 in binding pocket. (B) Sliced top view of C3–F25 in binding pocket. (C) Two−dimensional representation of interactions between C3–F25 and TIPE2 protein residues. (D) Three−dimensional interactions (except van der Waals) of amino acid residues and C3–F25. (E) Interactions of C3–F25 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C3–F25 in binding pocket. Surface area of binding pocket visualized by H−bond affinity. 






Figure 10. Highest binding C3 linked ligand, C3–F25. (A) Sliced side view of C3–F25 in binding pocket. (B) Sliced top view of C3–F25 in binding pocket. (C) Two−dimensional representation of interactions between C3–F25 and TIPE2 protein residues. (D) Three−dimensional interactions (except van der Waals) of amino acid residues and C3–F25. (E) Interactions of C3–F25 in binding pocket. Surface area of binding pocket visualized by hydrophobicity. (F) Interactions of C3–F25 in binding pocket. Surface area of binding pocket visualized by H−bond affinity.
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Figure 11. (A) RMSD plot of C1 and TIPE2 in binding complex and RMFD plot of C1–TIPE2 compared to TIPE2. (B) RMSD plot of C2 and TIPE2 in binding complex and RMFD plot of C2–TIPE2 compared to TIPE2. (C) RMSD plot of C3 and TIPE2 in binding complex and RMFD plot of C3–TIPE2 compared to TIPE2. (D) RMSD plot of C2–F14 and TIPE2 in binding complex and RMFD plot of C2–F14–TIPE2 compared to TIPE2. 






Figure 11. (A) RMSD plot of C1 and TIPE2 in binding complex and RMFD plot of C1–TIPE2 compared to TIPE2. (B) RMSD plot of C2 and TIPE2 in binding complex and RMFD plot of C2–TIPE2 compared to TIPE2. (C) RMSD plot of C3 and TIPE2 in binding complex and RMFD plot of C3–TIPE2 compared to TIPE2. (D) RMSD plot of C2–F14 and TIPE2 in binding complex and RMFD plot of C2–F14–TIPE2 compared to TIPE2.
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Table 1. Docking scores of C1–C3 with TIPE2 as well as the two natural ligands, PIP2 and PIP3. Also included are the masses of the ligands, calculated solubility, and partition coefficient.






Table 1. Docking scores of C1–C3 with TIPE2 as well as the two natural ligands, PIP2 and PIP3. Also included are the masses of the ligands, calculated solubility, and partition coefficient.





	Compound
	Binding Affinity

(kcal mol–1)
	Molecular Weight

(g mol–1)
	Solubility

(ESOL)
	Partition Coefficient

(M logP)





	C1
	−8.7
	419.49
	−1.57
	1.14



	C2
	−8.8
	365.47
	−4.39
	3.40



	C3
	−8.9
	363.47
	−3.48
	2.49



	PIP2
	−7.0
	1014.01
	−7.90
	3.07



	PIP3
	−7.0
	1092.98
	−7.57
	4.63










 





Table 2. Binding affinities of hit compounds (C1–C3) linked to their respective top ten binding fragments (F1–F30).
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	Compound
	Binding Affinity

(kcal mol–1)
	Molecular Weight

(g mol–1)
	Solubility

(ESOL)
	Partition Coefficient

(M logP)
	TPSA

(Å2)





	C1–F1
	−8.0
	821.97
	−6.34
	1.08
	159.28



	C1–F2
	−10.1
	823.02
	−7.50
	1.58
	166.73



	C1–F3
	−10.2
	831.98
	−7.38
	1.82
	157.79



	C1–F4
	−9.0
	827.95
	−6.89
	0.47
	182.52



	C1–F5
	−10.3
	804.90
	−5.77
	0.53
	187.23



	C1–F6
	−9.5
	782.89
	−5.58
	1.54
	174.81



	C1–F7
	−10.9
	793.96
	−7.34
	1.82
	163.93



	C1–F8
	−9.0
	815.92
	−7.27
	0.58
	153.14



	C1–F9
	−10.9
	799.37
	−7.54
	2.86
	135.82



	C1–F10
	−9.1
	822.88
	−6.72
	1.63
	153.49



	C2–F11
	−10.8
	619.80
	−6.68
	2.79
	96.07



	C2–F12
	−11.1
	658.77
	−6.83
	3.15
	108.96



	C2–F13
	−10.0
	654.80
	−6.80
	2.97
	108.96



	C2–F14
	−12.7
	651.71
	−6.73
	2.62
	135.93



	C2–F15
	−10.7
	642.79
	−6.34
	2.87
	98.1



	C2–F16
	−10.7
	653.82
	−7.41
	3.37
	93.17



	C2–F17
	−11.4
	615.77
	−6.56
	2.95
	96.07



	C2–F18
	−10.3
	657.80
	−7.05
	3.04
	106.31



	C2–F19
	−11.0
	609.74
	−6.23
	3.64
	92.31



	C2–F20
	−10.6
	660.85
	−5.91
	3.29
	95.88



	C3–F21
	−10.7
	660.82
	−8.59
	5.18
	70.08



	C3–F22
	−9.3
	657.75
	−7.31
	3.51
	108.41



	C3–F23
	−10.6
	671.82
	−7.69
	4.35
	107.97



	C3–F24
	−9.4
	669.85
	−7.79
	4.50
	93.87



	C3–F25
	−11.3
	669.85
	−7.73
	4.50
	93.87



	C3–F26
	−9.9
	674.76
	−7.94
	4.43
	117.79



	C3–F27
	−10.6
	534.60
	−5.49
	2.95
	88.84



	C3–F28
	−9.8
	572.71
	−5.68
	4.29
	70.08



	C3–F29
	−8.6
	554.72
	−5.51
	3.94
	70.08



	C3–F30
	−10.6
	669.85
	−7.95
	4.5
	93.87
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