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Abstract: A growing number of higher-education institutions are implementing synchronous hybrid
delivery, which provides both online and on-campus learners with simultaneous instruction, espe-
cially for facilitating discussions in Active Learning (AL) contexts. However, learners face difficulties
in picking up social cues and gaining free access to speaking rights due to the geometrical misalign-
ment of individuals mediated through screens. We assume that the cultivation of discussions is
allowed by ensuring the spatial localization of learners similar to that in a physical space. This study
aims to design a synchronous hybrid learning environment, called Mirror Campus (MC), suitable for
the AL scenario that connects physical and cyberspaces by providing spatial localization of learners.
We hypothesize that the MC promotes discussion-oriented behaviors, and eventually enhances ap-
plied skills for group tasks, related to discussion, creativity, decision-making, and interdependence.
We conducted an experiment with five different groups, where four participants in each group were
asked to discuss a given topic for fifteen minutes, and clarified that the occurrences of facing behav-
iors, intervening, and simultaneous utterances in the MC were significantly increased compared to
a conventional video conferencing. In conclusion, this study demonstrated the significance of the
spatial localization of learners to facilitate discussion-oriented behaviors such as facing and speech.

Keywords: hybrid learning environment; synchronous learning; active learning; spatial localization;
learning behavior; facing behavior; speech behavior; rubric assessment; applied skills

1. Introduction

As synchronous communication tools become more accessible, a growing number of
higher-education institutions have begun to implement synchronous hybrid delivery of
learning contents [1]. It allows teachers to provide instruction and accept questions from
both online and on-campus students simultaneously in a single learning environment. In
most cases, a certain amount of learners attend the course on campus, while certain indi-
viduals follow the course remotely from a location of their choice [2]. Raes et al. reviewed
47 studies regarding synchronous hybrid learning and revealed cautious optimism about
the new style of learning compared to fully online or fully on-site instruction, with its
benefits and challenges identified [3]. From the students’ viewpoint, this style of learning
not only allows students to participate in classes remotely but also exposes them to a wider
range of views and ideas through access to expertise outside the institution.

On the other hand, some studies found that online and on-campus students experi-
enced the class differently in the hybrid synchronous situation [4,5]. This indicates the
gap in experience and hence the quality of learning between on-campus students and
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remote students. In face-to-face communication, it is known that nonverbal cues, such
as body and head posture, gestures, facial expressions, and tone of voice, play important
roles in communication among people. In particular, facing behaviors (head, gaze) help
individuals understand others’ intention of speech [6], and thus contribute to achieving
smooth turn-taking in discussion [7]. To achieve this, having spatial localization among
individuals (i.e., being aware of others’ location) is crucial; however, in the conventional
synchronous hybrid learning environment the geometrical relationship between on-campus
and online students is not preserved, which forces students to be aware of the orientation
and positioning of cameras and speak into microphones [8]. This results in students being
less able to pick up on the social cues of the other students to gain free access to speaking
rights [8].

This problem has a serious impact on learning, particularly on Active Learning (AL),
where interactive engagement fostered through discussions among learners is crucial [9,10].
AL was defined by Freeman as “engaging students in the process of learning through
activities and/or discussion in class, as opposed to passively listening to an expert” [11].
Previous studies have shown that courses designed to incorporate AL significantly in-
crease learners’ depth of understanding in comparison with traditional lecture-based or
textbook-centered learning, which results in the development of applied skills such as ver-
bal communication, collaboration, and critical thinking [12]. This can be achieved through
various pedagogical methods, including cooperative learning, collaborative learning, dis-
covery learning, experiential learning, problem-based learning, and inquiry-based learning.
According to a cross-case analysis of the blended synchronous learning, a central emergent
theme from student and teacher observations across all the cases was the importance of
designing for AL [13]. Also, according to a recent review paper analyzing 33 articles related
to blended synchronous learning, insufficient interaction between online learners and
classroom learners has been highlighted as a challenge [5]. The paper suggests encouraging
frequent interactions and enabling learners to assume active roles as potential solutions.
These suggestions are closely tied to the essence of AL. However, previous studies have
simply suggested novel blended synchronous learning environments without considering
AL [5,14]. Our study, in contrast, focused on AL, emphasizing the facilitation of interactions
between learners by promoting facing behaviors. We also explored the application of the
rapidly growing method of virtual reality, not just in hybrid conferences. Thus, we hold the
view that to fully harness the benefits of AL in synchronous hybrid learning it is important
to encourage effective discussions.

This is an experimental study to examine learning behaviors and outcomes in a spe-
cific setup with a within-subjects design. This study aims to design a synchronous hybrid
learning environment suitable for an AL scenario that connects physical and cyberspaces
by providing spatial localization of learners similar to that in a physical space. Providing
spatial localization in this study refers to preparing the environment to geometrically align
the positional and directional relationships of individuals. We assume that ensuring spatial
localization of individuals allows learners in the environment to utilize nonverbal social
cues as face-to-face communication, leading to frequent turn-taking during discussions.
This is eventually expected to promote dynamic discussions that result in learning out-
comes that may be evaluated or assessed by rubrics. This involves assessing students’
achievements based on specific criteria and measuring the attainment of each desired skill.

The literature review identified several directions for future research [3]. One direction
pertains to examining the impact on students’ learning behaviors and outcomes within a
specific AL setting. Our research addressed filling these two gaps and providing empirical
data to identify meaningful learning behaviors and outcomes.

2. Related Works

The relationship between space and human behavior has been discussed in several
studies in terms of the facilitation of behaviors by its spatial characteristics. In the context
of sociology, Kendon demonstrated the importance of maintaining a basic corporeal unit of
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participation known as a facing formation (F-formation) in social interactions by two or
more people [15]. Particularly, in the realm of placemaking for community development,
Lang explained that the term “sociopetal” was used by Humphrey Osmond to describe
spaces that encourage social gatherings, such as park playgrounds, restaurants, and home
dining tables [16]. Scott-Webber stated that the sociopetal space that facilitates face-to-face
interaction maximizes direct eye contact as crucial for sustaining engagement, and em-
phasized that understanding this concept helps come up with certain functional solutions
that may be applied especially within the context of learning environments [17]. These
concepts have been put forward over time, and this perspective underscores the relevance
of establishing an optimal environment to effectively cultivate learning behaviors.

The Social Virtual Reality Environment (SVRE) has gained attention as one of the
environments aimed at regulating learning behaviors to improve learning outcomes by
its spatial characteristics. For instance, one study revealed that one of the characteristics
of the SVRE, namely Mozilla Hubs, could boost participation and engagement in online
lessons by adding a sense of “truly being” in a class [18]. Another study also demonstrated
that providing learners with tools for virtual object construction in the SVRE, specifically
Second Life, could enhance constructionist learning experiences [19]. However, there
are few studies investigating the impact of spatial localization on learning behaviors
and outcomes. Furthermore, the majority of SVRE systems are designed to be used in
a space isolated from other users and are not expected to be used for a synchronous
hybrid learning environment where multiple individuals are present in the same physical
classroom. The mediating factors for deep and meaningful e-learning in SVREs were
accumulated and classified in the Blended Model for Deep and Meaningful E-learning in
SVREs [20]. The paper stated that the 3D learning environment is one of the mediating
factors in the model, and its characteristics are determined by the adoption or absence of
teacher perceptions, certain learning theories, philosophies, or pedagogic frameworks. The
proposed environment helps to advance 3D learning environments by ensuring the spatial
localization of learners in a way that does not disrupt the normal flow of conversations
and provides instructors with an alternative environment for conducting discussions in
synchronous hybrid learning.

3. Research Question and Hypothesis

Our research question is as follows: Does a synchronous hybrid learning environment
for supporting the spatial localization of learners influence the cultivation of discussions in an
AL scenario? This study hypothesizes that the synchronous hybrid learning environment
promotes discussion-oriented behaviors such as facing and speech and eventually enhances
applied skills across four categories: discussion, creativity, decision-making, and interde-
pendence, as detailed in Section 6.3.

We hold the belief that the preserving spatial localization of learners makes a differ-
ence compared to conventional videoconferencing, especially in terms of the angles of
facing behaviors. Our previous study explored the impact of learner’s embodiment and
movements during discussion, which are represented on an avatar in a social VR space,
and clarified that turn-taking in the space occurred more than on a monitor, leading to a
better discussion [21]. Ooko et al. proposed a method of judging a user’s conversational
engagement based on head pose data [22]. They found that the amplitude of head move-
ment and rotation had a moderate positive correlation with the level of conversational
engagement. Based on these studies, a facing behavior is considered a direct indicator of
the increased frequency of learners conveying the intentions that they are willing to engage
in a conversation.

Additionally, we expect that the increased frequency of the facing behaviors leads to
more active engagement in a conversation. Maroni et al. examined the rhythm and the
management of classroom interaction as an important constituent of a teaching–learning
process, focusing on some specific aspects of turn-taking: overlapping, interruptions,
and pauses [23]. This study revealed that pupils’ participation in interaction being delib-
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erately encouraged might increase failed interruptions and overlapping. The encouraged
behavior was at times interpreted by the teacher as a moment of confusion, making them
gain control over the conversation. They also found that pause duration was correlated
with the next speaker. Therefore, speech behavior is deemed as an indirect indicator of
heightened active engagement in a conversation.

4. Methods
4.1. Overview

We proposed a synchronous hybrid learning environment suitable for the AL scenario,
called Mirror Campus (MC), which connects physical and cyberspaces by providing spatial
localization of learners similar to that in a physical space. The system requirements are
that (1) both local and remote learners can engage in discussions face-to-face, and that
the environment (2) is authentically “sociopetal” from the perspective of each learner,
where the positional and directional relationships of the individuals are geometrically
aligned in a similar manner to those in a physical space, and (3) possesses a fundamental
mechanism for detecting specific critical factors of facing and speech behaviors. With the
requirements fulfilled, the environment enables the learners to easily discern the others’
intentions or identify who is addressing or attempting to speak to whom and facilitates
face-to-face interaction.

The overview of the proposed system is shown in Figure 1. The synchronous hybrid
learning environment was designed as a simple classroom setting, integrating a phys-
ical space consisting of a real semicircular table and two real chairs with a cyberspace
comprising a virtual semicircular table and two virtual chairs. Learners in remote rooms
can access the synchronous hybrid learning environment by equipping a Head-Mounted
Display (HMD) on their heads to interact with other learners in a local room. In this figure,
a situation is described in which two learners in a room, referred to as “Physical Right
(PR)” and “Physical Left (PL)”, are in discussion with two other learners in different rooms,
denoted as “Cyber Right (CR)” and “Cyber Left (CL)”. Accordingly, the learners in both
spaces can have a discussion while seeing each other in the synchronous hybrid learning
environment, which satisfies requirement (1). For requirement (2), we partitioned the
synchronous hybrid learning environment by a plane upon which the streaming video
from the other space is displayed, referred to as a “mirror” in this study. This mirror can
achieve increased spatial localization consistency by aligning the position, posture, and size
of learners in the space with those in the other space. For requirement (3), we predefined
the factors of facing and speech behaviors detected in the environment, which are described
in the following paragraphs.

Physical space

Cyber space

PL

PR

PL
CR

CL

PR

CR

Re
mo

te
par

ticip
ation

Spatical localization

Figure 1. Overview of the synchronous hybrid learning environment. PR, PL, CR and CL stand for
“Physical Right”, “Physical Left”, “Cyber Right” and “Cyber Left”, respectively.
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4.2. Facing Behavior

As for the facing behavior, Hachisu et al. defined face-to-face behavior as a physical
state in which two people’s faces are within ±20° of each other’s facing direction because
humans can pay attention to things only with eye gaze if they are inside that range,
and analyzed three-participant group interactions [24]. We took into consideration that a
larger number of participants would shorten the range of the facing behavior and defined
it as the state in which one is facing another or the peripheral area within ±15°. The specific
threshold setting in the MC is illustrated on the left in Figure 2. For PR, facing behaviors in
the range of −15◦ ≤ θ ≤ 15◦ were considered to be directed towards CR, 30◦ ≤ θ towards
CL, and θ ≤ −30◦ towards PL. Those in the intermediate ranges of 15◦ ≤ θ ≤ 30◦ and
−30◦ ≤ θ ≤ −15◦ were regarded as being towards the participant faced until the very last
moment. This is because we interpreted exceeding the thresholds as simply averting their
gaze from the participant’s face during speech.

Figure 2. Threshold settings of facing behaviors. The figure indicates specific threshold settings
of PR’s facing behaviors in two conditions: (a) Mirror Campus (MC) condition and (b) Hybrid
Conference (HC) condition. PR’s facing behaviors in the range of −15◦ ≤ θ ≤ 15◦ were considered to
be directed towards CR, 30◦ ≤ θ towards CL, and θ ≤ −30◦ towards PL. Those in the intermediate
ranges of 15◦ ≤ θ ≤ 30◦ and −30◦ ≤ θ ≤ −15◦ were regarded as being towards the participant faced
until the very last moment.

4.3. Speech Behavior

As for the speech behavior, we regarded a natural unit of speech bounded by breaths
or pauses as an utterance and measured four aspects of the speech behavior: simultane-
ous utterance, intervening utterance, turn-taking, and silent time. For instance, Figure 3
presents the speech behavior in a four-participant group discussion. The horizontal lines
in the figure represent the speech intervals of each participant. Simultaneous utterance
was defined as an overlap of utterances, as shown in (i). In cases of overlapping with three
participants, the simultaneous utterance was counted twice. In (ii), intervening utterances
consisted of relatively short utterances that lacked substantial contents. These included
back-channelings, repetitions of previous utterances, simple clarifications, laughter, and an-
ticipated failures where a participant attempted to speak but was timed poorly, causing
an overlap with the current speaker’s utterance, followed by the participant giving up
speaking. The concept of turn-taking has been defined in diverse ways in previous studies.
In our case, we established the definition of a turn as the duration initiating when one
participant began speaking until the person stopped and another participant began speak-
ing. In the example in (iii), the order of participants holding a turn was PR, CR, CL, PR,
CL, PR, and PL, resulting in seven turn-takings. Silent time, depicted in (iv), represented
the duration in which all participants remained silent for at least five seconds, indicating
passivity in the conversation. Silence lasting less than five seconds was excluded since it
was considered a waiting period for the next speaker.
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Figure 3. Indicators of utterance. The figure presents four indicators of utterances: (i) simultaneous
utterance, (ii) intervening utterance, (iii) turn-taking, and (iv) silent time. The horizontal lines
represent the speech intervals of each participant, where intervening utterances (ii) are highlighted in
red, while the other speech intervals are in blue. The order of the participants holding a turn was PR,
CR, CL, PR, CL, PR, and PL, resulting in seven turn-takings, as shown in (iii).

5. System Configuration
5.1. Synchronous Hybrid Learning Environment from Physical Space

A semicircular table, two chairs, a short focus projector, and two web cameras (No. 1,
No. 2) with 150° fisheye lenses are installed in the physical room, as shown in Figure 4.
Learners are seated on the chairs arranged around the table. Regarding the visual exchange
of the streaming videos, the video captured by one’s front-facing web camera (No. 1, No. 2)
within the physical space is displayed on one’s window of a video conferencing platform
called Zoom, while the video captured by a Unity camera (No. 3) within the cyberspace
is projected on the wall of the room by the projector, serving as the mirror. Regarding
verbal exchange of the streaming audios, they exchange all the voices through a social VR
platform called VRChat. The audio within the physical space is picked up by the built-in
microphone of the PC logged in VRChat, while the audio is received through the built-in
speaker of the projector at the center of the room.

Physical Space

Cyber Space

OverlayOverlay

Real

Chair

Real

Chair

Virtual

Chair

Virtual

Chair

Real

Semicircular Table

Virtual

Semicircular Table

Virtual CameraWeb Camera PCProjector Screen

2

1

1

3

Figure 4. Deployment of hardware in the synchronous hybrid learning environment.

5.2. Synchronous Hybrid Learning Environment from Cyberspace

The cyberspace was created using VRChat SDK3 [25] and was accessible from a variety
of VR devices. It was equipped with a virtual semicircular table and two virtual chairs
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similar to those in the physical space, as shown in Figure 4. We created male and female
avatars using Ready Player Me [26], which is a tool to easily generate multiple avatars
based on photographs. It is important to note that the avatars were embodied avatars [27]
that reflected the participants’ body movements, facing behaviors, and mouth movements.
Two HMDs (Meta Quest 2, Meta, Menlo Park, CA, USA) were prepared for CR and CL to
access the cyberspace. A user wore the HMD and was seated on the virtual chair arranged
around the virtual table as an avatar. Regarding the visual exchange of the streaming
videos, the video captured by the Unity camera (No. 3) positioned in front of the two
avatars in the cyberspace was displayed on the screen in the physical space using a projector.
On the other hand, for the CR, the application window of Zoom was overlaid onto the
cyberspace using XSOverlay [28] after switching the window to the speaker view, while
pinning the individual window of PR and making it full-screen, serving as the mirror.
Similarly, the CL carried out the same process on the window of PL. Regarding verbal
exchange of the streaming audios, they exchange all the voices through VRChat using the
microphone and speaker provided with the HMDs.

6. Experiment
6.1. Participants

We recruited ten gender-balanced participants (five males and five females) who met
the inclusion criteria of being aged between eighteen and twenty-two years, native Japanese
speakers, and having no prior experience with VR sickness. All of the participants had not
joined our previous experiment and reported either no experience or infrequent usage of
VR devices.

6.2. Grouping Design of the Participants

Each of the participants took part in two rounds of the experiment, and in each round
four participants as a group were asked to discuss a given topic under three conditions: Full
Real (FR), Hybrid Conference (HC), and Mirror Campus (MC), as mentioned in Section 6.4.
The participants are shown as A to J in Figure 5, with their roles randomly assigned in
each round, and the number of both genders was balanced: two females (indicated as red
letters) and two males (indicated as blue letters). Webb et al. found that there is little gender
difference in small-group interaction and achievement among high-achieving groups of
high-school students compared to low-achieving groups [29]. Thus, gender differences
in learning behaviors and outcomes through discussions were deemed negligible among
participants at their age. Additionally, it should be noted that each of them experienced
both spaces and discussed with completely different participants in the two rounds to
avoid the development of social conditions.

Figure 5. Combination of participants in each round. The names (letters) of female participants are
highlighted in red, while those of male participants are in blue.

6.3. Discussion Topics

Several taxonomies of group activities have been developed [30]. In this study, we
adopted McGrath’s group task circumplex model to select the discussion topics [31]. This
model considers the entire process of group activities, including the required performance
for individuals cognitively and behaviorally, as well as the range of group interdependence
from collaboration to conflict. McGrath’s model divides all group activities into eight types
based on the achievement goals of a group task: (1) planning tasks (generating plans),
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(2) creativity tasks (generating ideas), (3) intellective tasks (solving problems with correct
answers), (4) decision-making tasks (deciding issues without right answers), (5) cognitive
conflict tasks (resolving conflicts of viewpoints), (6) mixed-motive tasks (resolving conflicts
of interest), (7) competitive tasks (resolving conflicts of power), and (8) psycho-motor tasks
(executing performance tasks). Considering the characteristics of free discussion, which
involve generating ideas and narrowing them down in a group, we particularly focused on
creativity, decision-making, and cognitive conflict tasks.

Following McGrath’s group task circumplex model, we prepared the following five
open-ended questions. These questions are designed to require participants to utilize their
creativity, decision-making, and resolving cognitive conflict by the current circumstances
of discussions. In other words, it is anticipated that the dynamics of the discussion context
will be constantly fluctuating, resulting in changing the necessary abilities as well as the
level of interdependence with other participants. Additionally, the questions were selected
by considering the participants’ higher level of familiarity with the topics.

• Optimal approaches for enhancing English conversational skills of Japanese individuals
• Key initiatives for the new urban development in a city of Japan
• Efficient strategies for utilizing multiple social networking services
• Maximizing the quality of life during the COVID-19 pandemic self-isolation period
• Essential competencies required of humans in the era of artificial intelligence

6.4. Experiment Procedure

Each group was given seventy-five minutes to finish the round, ranging from listening
to the explanation to answering the questionnaire. Initially, all the participants (PR, PL,
CR, and CL) were asked to sign an agreement regarding the purpose, contents, privacy
protection, and ethical considerations of the experiment after listening to the explanation
for ten minutes. They then engaged in a fifty-minute discussion on a specific topic, as
shown in Section 6.3, with other participants in three rooms prepared for this experiment,
one of which was used as a local room while the other two were used as remote rooms.
The specific topics were disclosed immediately before the commencement of each round,
affording participants no opportunity for prior preparation. The discussion took place
under three conditions, FR, HC, and MC, each lasting for five minutes. Under the FR
condition, all the participants in the local room faced each other in the seating order as
shown in Figure 5. Under the HC condition, they all moved to each designated room and
looked at Zoom on a laptop without any equipment. Under the MC condition, PR and PL
shifted their gaze to VRChat on a wall while CR and CL accessed the cyberspace equipped
with HMDs and hand controllers. The experiment was conducted in the order of the MC
and HC conditions for the first, third, and fifth rounds, and that for the other two rounds
was swapped to control the order effect. After the discussion under each condition, they
spent an additional five minutes assessing their discussion using a score sheet of rubric
assessment, as shown in Appendix A Tables A1 and A2. Lastly, they worked on responding
to a questionnaire regarding the usability of the proposed system in comparison with the
other environments for fifty minutes.

Figure 6 shows overviews of the activity under the MC condition as (a) to (c), while
those under the HC condition as (d) to (f). In (a), PR and PL were looking at CR and
CL as avatars projected on a monitor, (b) and (c) represent the first-person view of the
CL in cyberspace, and (c) is the moment of the CL performing a facing behavior to the
other avatar, CR. In both spaces, they were all surrounding the apparent circular table and
discussing with each other. On the other hand, the moment (d) is identical to (a) with the
sole distinction being that CR and CL were displayed on a monitor. As can be seen in the
speech balloon, we generated male and female embodied avatars similar to the appearance
of those in the MC using a built-in feature of the Zoom application [32] to maintain as many
variables as possible under the MC condition, other than the target variable, the spatial
localization of learners. The embodied avatars reflected the participants’ facing behaviors,
facial expressions, and mouth movements. (e) and (f) show images that were displayed on
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monitors for CR and CL. The video of PR and PL was captured by a web camera attached
to the display of a PC, while the ones of CR and CL were captured by the built-in cameras
of the PCs. It should be noted that we hid the Zoom’s self-view windows of the participants
and arranged the other windows taking into consideration that they were in the same order
as those under the MC condition. Ratan et al. revealed that viewing self-video during
video conferencing could potentially lead to negative self-focused attention, contributing
to virtual meetings or Zoom fatigue [33]. Thus, we mitigated the fatigue by hiding the
self-view windows under the HC condition. Additionally, regarding the detection of the
facing behaviors, the threshold setting under the MC condition was applied to those under
the HC condition, as illustrated on the right in Figure 2. It is important to note that while
there were variations in camera placement angles between the MC and HC conditions,
the employment of a fisheye camera lens effectively mitigated any disparities in the relative
positions and rotations between the cameras and the participants.

(a) (b) (c)

(d) (e) (f)

Figure 6. Overview of the activity under each condition. (a) View of physical space under the MC
condition; (b) First-person view of CL seeing physical space under the MC condition; (c) First-person
view of CL performing a facing behavior to CR under the MC condition; (d) View of physical space
under the HC condition; (e) Display on monitor for CR under the HC condition; (f) Display on
monitor for CL under the HC condition.

6.5. Measurements
6.5.1. Facing Behavior

Initially, we captured five-minute segments from the recorded videos, triggered by
cues indicating the beginning of the discussion. We then adjusted the frame cropping to
ensure optimal visibility of each participant’s face. This process resulted in the creation of
six video clips for each round: PR and PL under the MC condition, as well as each partici-
pant under the HC condition. The extraction of head pose data employed OpenFace [34],
focusing on the “pose_RY” feature. For CR and CL under the MC condition, data extraction
was performed using log files exported from VRChat. VRChat API [35] was utilized to
extract the yaw values of head pose data for five minutes based on timestamp informa-
tion, recorded as “eulerAngles”. In both cases, data were recorded in 25 Hz with values
expressed in radians and precision up to three decimal places. Additionally, the reference
directions were adjusted so that the front directions when seated corresponded to zero
radians. Subsequently, we analyzed a total of forty datasets (four roles × two conditions
× five rounds) of facing behaviors. A backward moving average was applied to smooth
noise from the waveform with a window size of 1 s (twenty-five data points) to avoid
eliminating the components of the waveform representing facing behaviors. After that,
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the determination of those who were being faced under the MC condition was performed
based on the definition of facing behaviors shown in Section 3.

6.5.2. Utterance

First, we captured a five-minute segment from the recorded audio in the same way
as the videos to create a total of forty datasets. For the speech data of PR and PL under
the HC and MC conditions, we utilized the voice data obtained from the channels of a
directional microphone, which included each participant’s voice separated. As for CR
and CL under the MC condition, we used screen recording data from a Windows PC,
and for CR and CL under the HC condition, individual recording data from Zoom. Next,
we extracted the start and end times of their speech and created the script of the speech
contents using Faster Whisper [36], developed by Guillaume Klein et al. Faster Whis-
per is a model that accelerates the OpenAI speech recognition library, Whisper, and can
achieve higher transcription accuracy by adjusting parameter values. Particularly, it effec-
tively eliminates silent intervals between the start and end times of the speech to avoid
repetitions in speech because the Silero Voice Activity Detection (VAD) model [37] was
implemented as “vad_filter”. Moreover, the duration of these intervals can be adjusted
using the “min_silence_duration_ms” in the VAD Options class, which was set to 200 ms in
this study. Subsequently, based on this analysis we manually confirmed the start and end
times and any missing speech content, such as back-channelings, in order to enhance data
accuracy. Finally, following the definitions outlined in Section 3 we counted the numbers
of simultaneous utterances, intervening utterances, and turn-takings, and measured the
duration of silent time.

6.5.3. Rubric Assessment

As shown in Section 3, we aimed for the participants to gain proficiency in four
essential areas: engaging in meaningful discussions, fostering creativity, improving their
decision-making skills, and enhancing their ability to collaborate effectively. Barkley et al.
recommend using rubrics to help assess to what extent learning has occurred and provide
several examples of rubrics [38]. The rubrics for assessing discussion and creativity [38]
were revised based on those available online [39] and those offered by Brookhart [40]. The
rubrics for assessing practical thinking and teamwork [38] were created by faculty working
with the Association of American Colleges and Universities (AAC&U) [41]. We cited the
rubrics for assessing the four categories of the abilities to create a score sheet of rubric
assessment, as shown in Appendix A Tables A1 and A2. Taking into account the feature
of the activity, we eliminated several criteria in which the participants were required to
work on something before or after the discussion, refer to sources, or take actions during
the discussion: “Preparation” in discussion, “Variety of Sources” and “Overall Novelty and
Values” in creativity, “Implement Solution” and “Evaluate Outcomes” in practical thinking,
and “Individual Contributions Outside of Team Meetings” and “Fosters Constructive Team
Climate” in teamwork. Therefore, three criteria for discussion, three for teamwork, four for
problem-solving, and two for creativity were prepared for the activities, and the participants
were assigned to assess their own activities on a scale of four points in each criterion.

6.5.4. Questionnaire

The questionnaire solicited the participants’ free-form responses primarily to five
key inquiries: (1) the general user experience with the MC condition, (2) the ease of
conversation in comparison to the FR condition and the rationale behind it, (3) the ease
of conversation in comparison to the HC condition and the underlying reasons, (4) the
primary concern regarding the appearance of avatars under the MC condition, and (5) the
ease of conversation when comparing the physical space and the cyberspace of the MC
condition, along with the associated reasons. The forms of the questionnaire were collected
from all the participants.
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6.6. Results
6.6.1. Facing Behavior

Figure 7 provides a comparison of facing behaviors (transitions of those who were
being faced) for all the participants between the HC and MC conditions. We calculated the
average occurrence of facing behaviors for each space by participants and conducted an
intra-individual comparison using the Wilcoxon signed-rank test to assess the differences
in the average occurrences between the MC and HC conditions. The result indicates that
the number of facing behaviors under the MC condition was significantly higher than that
under the HC condition (p = 0.005, r = 0.886, Z = −2.803).

Figure 7. Comparison of average occurrence of facing behaviors under the HC and MC conditions.
** represents p < 0.01.

6.6.2. Utterance

Figure 8 depicts a comparison of simultaneous utterances, while Figure 9 represents
that of intervening utterances. Both figures provide a visual analysis of all the participants
between the HC and MC conditions. We calculated the average occurrence of simultaneous
and intervening utterances for each space by participants and conducted an intra-individual
comparison using Wilcoxon signed-rank test to assess the difference in the average occur-
rences between the MC and HC conditions. Simultaneous utterances (p = 0.008, r = 0.889,
Z = −2.666) and intervening utterances (p = 0.028, r = 0.899, Z = −2.201) under the MC con-
dition were significantly higher than those under the HC condition. These results revealed
that the numbers of simultaneous and intervening utterances under the MC condition were
statistically significantly higher than those under the HC condition.

On the other hand, Figure 10 illustrates a comparison of turn-takings for all the rounds
between the HC and MC conditions, while Figure 11 exhibits that of silent time in the
same way. Due to the small sample size (five rounds for each condition), we did not apply
any statistical analysis. Each figure shows boxplots to visualize the five-number summary
provided in Table 1 and to evaluate the results on a median basis. The median occurrence
of turn-takings was 12 under the HC condition and 14 under the MC condition, while the
median duration of silent time was 7.7 s under the HC condition and 7.1 s under the MC
condition. Additionally, the magnitude relationship of the median scores between the two
conditions was also consistent with that of all other metrics (Min, 25th percentile, 75th
percentile, Max) for both turn-takings and silent time. This implies that the number of
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turn-takings was larger and the duration of silent time was smaller under the MC condition
than those under the HC condition.

Figure 8. Comparison of average occurrence of simultaneous utterances under the HC and MC con-
ditions. ** represents p < 0.01.

Figure 9. Comparison of average occurrence of intervening utterances under the HC and MC condi-
tions. * represents p < 0.05.
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Figure 10. Comparison of median occurrence of turn takings under the HC and MC conditions.

Figure 11. Comparison of median duration of silent time under the HC and MC conditions.

Table 1. Five-number summary on the turn takings and silent time.

Aspect of Speech Behavior Condition Min 25% Median 75% Max

Turn Takings
HC 11 11 12 14 15

MC 14 14 14 16 16

Silent Time
HC 7.0 7.7 7.7 15.7 25.1

MC 6.6 6.6 7.1 13.2 16.1
The unit for turn takings is in times, while that for silent time is in seconds. HC and MC stand for Hybrid
Conference and Mirror Campus, respectively.
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6.6.3. Rubric Assessment

Figure 12 shows a comparison of the median scores derived from all the participants’
rubric assessments by categories under the FR, HC, and MC conditions. Given that the
assessment is on an ordinal scale, we performed the Friedman test to compare the three
conditions. The results show that there were no statistically significant differences between
the MC and HC conditions, the HC and FR conditions, and the FR and MC conditions in
all the categories: Discussion (p = 0.225, T = 2.981), Teamwork (p = 0.867, T = 0.286),
Problem Solving (p = 0.545, T = 1.216), and Creativity (p = 0.677, T = 0.780). Therefore,
the figure provides a boxplot instead to visualize the five-number summary provided in
Table 2 for greater information. Although there was a difference in the median between the
two conditions for each category, the magnitude relationship of the median scores was not
consistent with that of all other metrics (Min, 25th percentile, 75th percentile, Max).

Figure 12. Comparison of rubric assessment scores among the Full Real (FR), HC, and MC conditions.

Table 2. Five-number summary and scoring ratio on the rubric assessment scores.

Rubric Criterion Full Score Condition Min 25% Median 75% Max Scoring Ratio

Discussion 12

FR 6 8 9 10.25 12 0.75

HC 7 7.75 8.5 9.25 10 0.71

MC 6 7.75 9 9 10 0.75

Teamwork 12

FR 3 4.75 7.5 8 11 0.63

HC 3 5.75 7 8.25 10 0.58

MC 3 5 7.5 8.25 11 0.63

Problem Solving 16

FR 4 8 10 11.25 14 0.63

HC 7 8.75 9.5 11.5 15 0.59

MC 4 7.75 9 13 16 0.56

Creativity 8

FR 2 4 4.5 6 7 0.56

HC 2 4 5 6 8 0.63

MC 2 4 4.5 6 8 0.56

The unit for any numerical value but the scoring ratio is in points. FR stands for Full Real.

Additionally, the table includes the scoring ratio, calculated as the median divided by
the full score for each category. In each of the conditions, the ratio in Discussion was more
than 0.7, while that in Teamwork, Problem Solving, and Creativity was 0.55 to 0.65, which
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indicates that the participants enhanced more applied skills in Discussion than in the other
categories through the experiment.

6.6.4. Questionnaire

Regarding the advantages of the MC condition, it was mentioned that the natural
and realistic communication enhanced the fluidity of discussions, and there was a sense
of immersion in both visuals and sound. As for the disadvantages, it was noted that the
weight of VR goggles could be distracting, and certain audio lags could impede speech.

In comparison to the HC condition, several participants provided comments suggest-
ing that the MC condition, where they sat across the table from each other, allowed for a
sense of depth, particularly in cyberspace. They also appreciated the ability to use body
movements to change their perspective. Conversely, the preference for the HC condition
stemmed from the familiarity with communication on Zoom and the acknowledgment that
Zoom avatars effectively represented eye contact.

When compared to the FR condition, one of them found the MC condition preferable
because there were no other individuals present, creating a more comfortable environment.
However, most of them preferred the FR condition, citing the lack of facial expressions and eye
contact in VRChat avatars, which made it difficult to gauge the other participants’ reactions.

Furthermore, when asked about which space, the physical space or cyberspace, was
easier to converse on, their responses were evenly divided. As for improvements on the
cyberspace, suggestions included making the video of the physical space more integrated
with the cyberspace for increased immersion and providing information on what one’s
own avatar looked like.

7. Discussion
7.1. Learning Behaviors and Outcomes in Active Learning

In this experiment, the number of facing behaviors by participants was significantly
larger under the MC condition than those under the HC condition. This indicates that the
participants were more willing to engage in conversation when conducting the activity
under the MC condition. Additionally, the number of simultaneous and intervening
utterances by participants were also significantly larger under the MC condition. In
light of these results, the participants under the MC condition actually engaged in and
interrupted the conversation, and their utterances were sometimes overlapped. Moreover,
the number of turn-takings by rounds was larger, and the duration of silent time for more
than five seconds by rounds was smaller under the MC condition. Although statistical
significance was not tested due to the limited number of samples, the increased number of
interruptions led to the larger number of turn-taking and the smaller amount of silent time.
Therefore, the MC promoted discussion-oriented behaviors such as facing and speech in
the experiment.

These findings are also substantiated by the results of the questionnaire, which indicate
that the advantages of the MC over the HC were as follows:

• The fluidity of discussions
• A sense of depth and immersion in both visuals and sound
• The usability of body movements to change individuals’ perspective

Accordingly, the MC environment approached discussions closer to those in a physical
space in these terms.

The primary difference between the MC and HC conditions was whether or not the
positional and directional relationships of the individuals were geometrically aligned to
be similar to those in a physical space by the mirror. Which element of the relationships
significantly affected the results has not been examined. However, we carefully considered
the position, posture, and size of the learners in both spaces to be aligned with each other.
Therefore, these outcomes resulted from the increased spatial localization consistency.

In the rubric assessment, in contrast, we could not claim that there was a difference
between the HC and MC conditions in all categories, indicating that the learning outcomes
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have not at least diminished. It is important to note that the results suggest that there is no
significant difference, not only between the HC and MC conditions but also between the
FR and HC conditions, as well as the FR and MC conditions. Martin et al. reviewed nine
studies and revealed that synchronous online learning did not statistically significantly
improve students’ cognitive and affective outcomes compared with traditional face-to-
face learning [42]. However, the authors also acknowledged that previous studies [43,44]
indicated that traditional face-to-face learning is generally perceived to be a more effective
method of learning and instruction, which could vary depending on differences in students’
targeted outcomes and the context of learning. According to Kemp et al., students strongly
favored conducting class discussions face-to-face, stating that they felt more engaged than
online discussions [45]. In light of these studies, traditional face-to-face learning could
be more effective, specifically on social outcomes in the context of discussions. Hence,
the absence of a significant difference between the FR and HC conditions, particularly
in engagement-oriented categories such as discussion and teamwork, might imply that
students became more accustomed to using conventional video conferencing systems
following the onset of the COVID-19 pandemic in 2019, or that the five rounds of the
five-minute discussion in each condition among the participants meeting for the first time
was not considered sufficient to achieve learning outcomes.

Given that the score sheet of the rubric assessment was systematically produced,
we believe that it is necessary to further investigate the learning outcomes under each
condition when extending the duration and number of trial repetitions. Taking into account
the observed greater enhancement of applied skills in Discussion across all the conditions,
to foster development in the other categories it may be imperative to explore alternative
tasks beyond the free discussion of answering open-ended questions.

7.2. Limitations

Several limitations could potentially impact the results, especially regarding the par-
ticipants’ appearances. Due to technical constraints, the participants in cyberspace engaged
in discussions not as their normal selves, but as the designated avatars. The disparities in
their appearances between the two spaces could potentially influence the results. If the
participants appeared as their normal selves in the HC condition, their facial expressions
and eye contact, which were lacking in the Zoom avatars, might make it easier to gauge the
other participants’ reactions. Thus, if such is the case, their normal selves might mitigate
the negative impact of the geometrical misalignment of the learners in the HC condition.
Additionally, under the MC condition they used a VRChat avatar that mirrored their body
movements, whereas in the HC condition they were supplied with a Zoom avatar focused
more on facial expressions and eye movements. The differences in their appearances and
the movability of their body parts between the two conditions could also have an impact
on the results. Even if technological advances in the future allow us to participate as one’s
normal selves or as realistic 3D models under the MC condition, according to the Proteus
effect we cannot necessarily say that avatars resembling oneself would always be the most
effective. The Proteus effect suggests that individuals in a virtual environment adjust
their behaviors based on the characteristics of their respective avatars [46]. Leveraging
the Proteus effect to deliberately influence their behaviors is called avatar-focused gam-
ification [47], which has been explored as a fruitful approach to improving educational
experiences and outcomes. For instance, Oyanagi et al. investigated the effect of an artist-
like avatar on the score of creativity on brainstorming through an experiment, and some
of the participants reported that the avatar’s appearance affected their thinking during
the task execution [48]. Accordingly, it may be necessary to customize the appearance of
avatars in line with the learning outcomes you attempt to improve.

Moreover, the following limitations were also considered concerning the number of
participants and the nature of the discussions. We recruited ten participants and conducted
five rounds of the experiment, which was insufficient for robust statistical analyses, espe-
cially regarding the median occurrence of turn-takings and the median duration of silent
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time for the five rounds. The shortage of substantial support from strict mathematical
foundations in the experiment was considered a limitation. In addition, the participants
were assigned a single task, involving a fifteen-minute free discussion on a specific topic,
with each individual discussing two different topics through the experiment. The nature
of the tasks may have influenced the learning behaviors, and more collaborative tasks
including note-taking or generating outputs could yield different results. The brief duration
of the discussions may also have been too limited to allow for substantial development.

8. Conclusions

In this paper, we proposed a synchronous hybrid learning environment for AL sce-
narios that connects physical and cyberspaces by providing spatial localization of learners
similar to that in a physical space. We clarified that, in terms of discussion-oriented be-
haviors such as facing and speech, the proposed environment significantly increased the
occurrences of facing behaviors, intervening, and simultaneous utterances compared to
conventional video conferencing. With regards to the learning outcomes achieved through
discussions, we found no noticeable differences in the rubric assessment scores between
the conditions, indicating that they were not declined. This study has the potential to
contribute to the placemaking of discussions in the AL scenario.

We anticipate that the importance of the learning environment, where both local
and remote students can feel as if they are engaging in discussions in a single physical
environment, will be verified in real school settings. Based on the questionnaire responses,
however, it was found that the weight of the VR goggles could be distracting, and certain
audio delays could hinder speech, which potentially discourages the adoption of the
learning environment in real school settings. To address these issues of HMDs, employing
a video conferencing system for remote learners that meets the three requirements outlined
in the method could serve as a potential alternative. For instance, such a system might
feature a large display to assist remote learners in aligning geometrically with local learners,
while also being equipped with a camera to capture and transmit the facing behaviors of
remote learners. Additionally, it appeared that being an avatar and differences in controlled
behaviors of the VRChat and Zoom avatars often had an impact on the ease of decision-
making in one’s behaviors and reactions to the other participants’ behaviors. On the
flip side, considering participants’ personality traits when selecting their roles (a human
in the physical space or an avatar in the cyberspace) may hold the potential to lead to
better discussions. We hope that these improvements in future research will advance the
development of a synchronous hybrid learning method that fosters learning outcomes
close to a full real space in real school settings.
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The following abbreviations are used in this manuscript:

AL Active Learning
CA California
CL Cyber Left
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HMD Head-Mounted Display
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SDK Software Development Kit
SVRE Social Virtual Reality Environment
USA United States of America
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Appendix A

We created a score sheet of the rubric assessment. Appendix A Table A1 shows the
criteria and standards of discussion and teamwork categories, while Appendix A Table A2
shows those of the problem-solving and creativity categories. The way of selecting the
criteria and standards is specifically described in Section 6.5.3, and all the statements are
sourced from [39–41], as quoted in [38].
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Table A1. Description of the Criteria and Standards of Discussion and Teamwork Categories in Rubric Assessment.

Scores 4 3 2 1

Listening Listens carefully and respectfully to
classmates all of the time.

Listens carefully and respectfully to
classmates most of the time.

Listens carefully and respectfully to
classmates some of the time.

Spaces out a lot during discussion
and/or interrupted the speaker.

Speaking

Contributes several meaningful
comments to the whole group

discussion based on evidence from
the text, without dominating the

discussion.

Contributes some meaningful
comments to the whole group

discussion based on evidence from
the text, without dominating the

discussion.

Contributes one meaningful
comment to the whole group

discussion based on evidence from
the text, without dominating the

discussion.

Does not contribute to the group
discussion at all or alternately

dominated the discussion.

Depth of Thought
All questions and comments show
deep understanding and original,

profound thought.

Some questions and comments
show deep understanding and

original, profound thought.

A few questions and comments
show deep understanding and

original, profound thought.

Questions and comments do not
show very deep, original thinking.

Contributes to Team Meetings
Helps the team move forward by

articulating the merits of alternative
ideas or proposals.

Offers alternative solutions or
courses of action that build on the

ideas of others.

Offers new suggestions to advance
the work of the group.

Shares ideas but does not advance
the work of the group.

Facilitates the Contributions of
Team Members

Engages team members in ways that
facilitate their contributions to

meetings by both constructively
building upon or synthesizing the
contributions of others as well as

noticing when someone is not
participating and inviting them to

engage.

Engages team members in ways that
facilitate their contributions to

meetings by constructively building
upon or synthesizing the
contributions of others.

Engages team members in ways that
facilitate their contributions to

meetings by restating the views of
other team members and/or asking

questions for clarification.

Engages team members by taking
turns and listening to others

without interrupting.

Responds to Conflict

Addresses destructive conflict
directly and constructively, helping
to manage/resolve it in a way that

strengthens overall team
cohesiveness and future

effectiveness.

Identifies and acknowledges conflict
and stays engaged with it.

Redirects focus toward common
ground, toward task at hand (away

from conflict).

Passively accepts alternate
viewpoints/ideas/opinions.
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Table A2. Description of the Criteria and Standards of Problem Solving and Creativity Categories in Rubric Assessment.

Scores 4 3 2 1

Define Problem

Demonstrates the ability to
construct a clear and insightful

problem statement with evidence of
all relevant contextual factors.

Demonstrates the ability to
construct a problem statement with

evidence of most relevant
contextual factors, and problem

statement is adequately detailed.

Begins to demonstrate the ability to
construct a problem statement with

evidence of most relevant
contextual factors, but problem

statement is superficial.

Demonstrates a limited ability in
identifying a problem statement or

related contextual factors.

Identify Strategies
Identifies multiple approaches for

solving the problem that apply
within a specific context.

Identifies multiple approaches for
solving the problem, only some of

which apply within a specific
context.

Identifies only a single approach for
solving the problem that does apply

within a specific context.

Identifies one or more approaches
for solving the problem that do not

apply within a specific context.

Propose Solutions/Hypotheses

Proposes one or more solutions or
hypotheses that indicates a deep
comprehension of the problem.

Solution/hypotheses are sensitive to
contextual factors as well as all of

the following: ethical, logical,
and cultural dimensions of the

problem.

Proposes one or more solutions or
hypotheses that indicates

comprehension of the problem.
Solutions/hypotheses are sensitive
to contextual factors as well as one

of the following: ethical, logical,
or cultural dimensions of the

problem.

Proposes one solution or hypothesis
that is “off the shelf” rather than
individually designed to address

the specific contextual factors of the
problem.

Proposes a solution or hypothesis
that is difficult to evaluate because it
is vague or only indirectly addresses

the problem statement.

Evaluate Potential

Solutions Evaluation of solutions is
deep and elegant (for example,

contains thorough and insightful
explanation) and includes, deeply

and thoroughly, all of the following:
considers history of problem,

reviews logic/ reasoning, examines
feasibility of solution, and weighs

impacts of solution.

Evaluation of solutions is adequate
(for example, contains thorough

explanation) and includes the
following: considers history of

problem, reviews logic/ reasoning,
examines feasibility of solution,
and weighs impacts of solution.

Evaluation of solutions is brief (for
example, explanation lacks depth)

and includes the following:
considers history of problem,

reviews logic/reasoning, examines
feasibility of solution, and weighs

impacts of solution.

Evaluation of solutions is superficial
(for example, contains cursory,
surface level explanation) and

includes the following: considers
history of problem, reviews
logic/reasoning, examines

feasibility of solution, and weighs
impacts of solution.

Variety of ideas
Large number of important and

appropriate ideas that span multiple
contexts or disciplines.

Ideas represent important and
appropriate concepts from different

contexts or disciplines.

Ideas are predictable and/ or from
the same or similar contexts or

disciplines.
Few ideas; ideas are very obvious.

Combination of ideas

Ideas are combined in markedly
original and surprising ways to

solve a problem, address an issue,
or make something new.

Ideas are combined in original ways
to solve a problem, address an issue,

or make something new.

Ideas are combined in ways that are
derived from the thinking of others

(for example, of the authors in
sources consulted).

Ideas are copied or restated from
sources.
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