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1. Introduction and Preliminaries

Let H(∆) denote the class of all analytic functions in ∆ = {ω ∈ C : |ω| < 1}. For
a ∈ C and j ∈ N ={1, 2, 3, . . . }, letH[a, j] be the subclass of analytic functions defined by:

H[a, j] =

{
f ∈ H(∆) : f (ω) = a +

∞

∑
n=j

anωn + . . .

}
.

Furthermore, suppose thatH[1, j] = Hj.
For two functions f , g ∈ H(∆), the function f (ω) is called subordinate to g(ω),

denoted by f (ω) ≺ g(ω), if there exists a Schwarz function ϑ(ω), which is analytic in
unit disk ∆ with ϑ(0) = 0 and |ϑ(ω)| < 1(ω ∈ ∆), satisfies f (ω) = g(ϑ(ω)) for all ω ∈ ∆.
Moreover, if the function g is a univalent function in ∆, then f (ω) ≺ g(ω) if and only if
f (0) = g(0) and f (∆) ⊂ g(∆) (see [1–3]).

Let φ(r, s, t, u; ω) : C4 × ∆→ C and h(ω) be univalent in unit disk ∆. Furthermore, if
g(ω) is analytic in ∆ satisfies:

φ
(

g(ω), ωg′(ω), ω2g′′(ω), ω3g′′′(ω); ω
)
≺ h(ω), (1)

then g(ω) is a solution of the above differential subordination (1). The univalent function
$(ω) is said to be a dominant of the solutions of (1) if g(ω) is subordinate to $(ω) for all
g(ω) satisfying (1). A univalent dominant q̃ such that satisfies q̃ ≺ $ for all dominants of (1)
is called the best dominant (see [4]).

Furthermore, let ∑(p, j) be the family of functions f (ω) of the form:

f (ω) = ω−p +
∞

∑
n=j

anωn−p (p, j ∈ N = {1, 2, . . . }), (2)
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which are analytic and also p−valent in the punctured disk ∆∗ = ∆\{0} and set
∑(1, 1) = ∑.

For functions f given by (2) and g ∈ ∑(p, j) given by

g(ω) = ω−p +
∞

∑
n=j

bnωn−p (ω ∈ ∆∗), (3)

the Hadamard product (or convolution) of two functions f and g is defined by

( f ∗ g)(ω) = ω−p +
∞

∑
n=j

anbnωn−p = (g ∗ f )(ω).

The Mittag-Leffler function Eα(ω)(ω ∈ C) is defined as (see [5,6]):

Eα(ω) =
∞

∑
n=0

ωn

Γ(αn + 1)
(α ∈ C,<{α} > 0). (4)

Srivastava and Tomovski [7] introduced the generalized Mittag-Leffler function Eγ,k
α,β(ω)

(with j = 1) in the form (see also [8]):

Eγ,k
α,β(ω) =

1
Γ(β)

+
∞

∑
n=j

(γ)nk ωn

Γ(αn + β) n!
, (5)

where β, γ ∈ C, <{α} > max{0;<{k} − 1};<{k} > 0, <{α} = 0 at <{k} = 1 with β 6= 0
and (γ)m is the Pochhammer symbol defined as:

(γ)m =
Γ(γ + m)

Γ(γ)
=

{
1, if m = 0,
γ(γ + 1) . . . (γ + m− 1), if m ∈ N.

We now define the function Bγ,k
p,α,β(ω) by

Bγ,k
p,α,β(ω) = ω−pΓ(β)Eγ,k

α,β(ω). (6)

Corresponding to the function Bγ,k
p,α,β(ω) defined by (6), Aouf and Seoudy [9] intro-

duced a linear operator T γ,k
p,α,β : ∑(p, j)→ ∑(p, j) by

T γ,k
p,α,β f (ω) = Bγ,k

p,α,β(ω) ∗ f (ω) = ω−p +
∞

∑
n=j

Γ(β) (γ)nk
Γ(β + αn) n!

anωn−p. (7)

(<{α} > max{0;<{k} − 1};<{k} > 0,<{α} = 0 at <{k} = 1 with β 6= 0).

We note that

T 1,1
p,0,β f (ω) = f (ω) and T 2,1

p,0,β f (ω) = ω f
′
(ω) + (p + 1) f (ω).

Furthermore, it is easily verified from (7) that

kω
(
T γ,k

p,α,β f (ω)
)′

= γT γ+1,k
p,α,β f (ω)− (γ + pk)T γ,k

p,α,β f (ω) (8)

and
αω
(
T γ,k

p,α,β+1 f (ω)
)′

= βT γ,k
p,α,β f (ω)− (β + pα) T γ,k

p,α,β+1 f (ω). (9)

To obtain our results, we will use the following definitions and lemmas.
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Definition 1 ([4], p. 441). Let Q be the set of all functions $ that are analytic and univalent on
∆̄\E($) where

E($) =
{

ζ ∈ ∂∆ : lim
ω→ζ

$(ω) = ∞
}

,

and are such that min|$′(ζ)| = ρ > 0 for ζ ∈ ∂∆\E($). Further, let Q(a) denote the subclass of
Q consisting of functions $ for which $(0) = a and Q(1) ≡ Q1.

Definition 2 ([4], Theorem 1, p. 449). If Ω ⊆ C, $ ∈ Q and j ≥ 2. Let Ψj[Ω, $] be the family
of admissible functions consisting of functions ψ : C4 × ∆ → C, which satisfy the condition of
admissibility as:

ψ(r, s, t, u; ω) /∈ Ω

whenever

r = $(ζ), s = mζ$′(ζ),<
{

t
s
+ 1
}
≥ m<

{
1 +

ζ$′′(ζ)

$′(ζ)

}
and

<
{u

s

}
≥ m2<

{
ζ2$′′′(ζ)

$′(ζ)

}
,

where ω ∈ ∆, ζ ∈ ∂∆\E($) and m ≥ j.

Lemma 1 ([4], Theorem 1, p. 449). Let g ∈ H[a, j] with j ≥ 2. Furthermore, let $ ∈ Q(a) and
satisfy the following conditions:

<
{

ζ$′′(ζ)

$′(ζ)

}
≥ 0 and

∣∣∣∣ωg′(ω)

$′(ζ)

∣∣∣∣ ≤ m,

where ω ∈ ∆, ζ ∈ ∂∆\E($) and m ≥ j. If Ω is a set in C, ψ ∈ Ψj[Ω, $] and

ψ(g(ω), ωg′(ω), ω2g′′(ω), ω3g′′′(ω); ω) ∈ Ω

then g(ω) ≺ $(ω).

Several authors have obtained many important results involving various opera-
tors related by differential subordination and differential superordination (for example,
see [10–19]).

In the present paper, by making use of the third-order differential subordination
theorems of Antonino and Miller [4] (see also the recent works by Tang et al. [20–22]), we
determine the sufficient conditions for certain appropriate classes of admissible functions
so that

ωpT γ,k
p,α,β f (ω) ≺ $(ω)

and
ωpT γ,k

p,α,β+3 f (ω) ≺ $(ω),

where $(ω) is given univalent functions in ∆ with $ ∈ Q1 ∩Hj. In addition, we obtain some
special cases of these classes of admissible functions. Our results derived in the present
paper and, together with other papers that appeared in recent years, will pave the way for
further study in the direction of the third-order subordination theory.

2. Third-Order Differential Subordination Results with T γ,k
p,α,β

Unless otherwise mentioned, we assume throughout this paper that f ∈ ∑(p, j), k 6= 0,
γ 6= 0,−1,−2, ζ ∈ ∂∆\E($), θ ∈ [0, 2π) and ω ∈ ∆.
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Definition 3. If Ω ⊆ C and $ ∈ Q1 ∩ Hj. Let Φ1[Ω, $] be the family of admissible functions
consists of functions φ : C4 × ∆→ C that satisfy the condition of admissibility:

φ(a, b, c, d; ω) /∈ Ω,

whenever

a = $(ζ), b = $(ζ) +
kmζ$′(ζ)

γ
,

<
{

c(γ + 1)− b(2γ + 1)b + γa
k(b− a)

}
≥ m<

{
1 + ζ$′′(ζ)

$′(ζ)

}
and

<
{

d(γ+1)[(γ+2)−3(γ+k+1)c]+[3γ2+3(2k+1)γ+2k2+3k+1]b−(γ2+3kγ+2k2)a
k2(b−a)

}
≥ m2<

{
ζ2$′′′(ζ)

$′(ζ)

}
,

where ω ∈ ∆, ζ ∈ ∂∆\E($), and m ≥ j ≥ 2.

Theorem 1. If Ω ⊆ C and φ ∈ Φ1[Ω, $]. If f ∈ ∑(p, j) and $ ∈ Q1 satisfy the following
conditions:

<
{

ζ$′′(ζ)

$′(ζ)

}
≥ 0 and

∣∣∣∣ω(ωpT γ,k
p,α,β f (ω)

)′∣∣∣∣ ≤ m
∣∣$′(ζ)∣∣, (10)

then{
φ
(

ωpT γ,k
p,α,β f (ω), ωpT γ+1,k

p,α,β f (ω), ωpT γ+2,k
p,α,β f (ω), ωpT γ+3,k

p,α,β f (ω); ω
)

: ω ∈ ∆
}
⊂ Ω (11)

which implies
ωpT γ,k

p,α,β f (ω) ≺ $(ω).

Proof. Define g(ω) in unit disk ∆ by

ωpT γ,k
p,α,β f (ω) = g(ω) (ω ∈ ∆). (12)

Differentiating (12) with respect to ω and using the recurrence relation (8), we have

ωpT γ+1,k
p,α,β f (ω) = g(ω) +

k
γ

ωg′(ω). (13)

Differentiating (13) with respect to ω and also using the recurrence relation (8),
we obtain

ωpT γ+2,k
p,α,β f (ω) = g(ω) +

k(2γ + k + 1)
γ(γ + 1)

ωg′(ω) +
k2

γ(γ + 1)
ω2g′′(ω). (14)

Further computations show that

ωpT γ+3,k
p,α,β f (ω) = g(ω) +

k
[
3γ2 + 3(k + 2)γ + k2 + 3k + 2

]
γ(γ + 1)(γ + 2)

ωg′(ω)

+
3k2(γ + k + 1)

γ(γ + 1)(γ + 2)
ω2g′′(ω) +

k3

γ(γ + 1)(γ + 2)
ω3g′′′(ω). (15)
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Let

a = r,

b = r + k
γ s,

c = r + k(2γ+k+1)
γ(γ+1) s + k2

γ(γ+1) t,

d = r +
k[3γ2+3γ(k+2)+k2+3k+2]

γ(γ+1)(γ+2) s + 3k2(γ+k+1)
γ(γ+1)(γ+2) t + k3

γ(γ+1)(γ+2)u.


(16)

we now define the transformation ψ(r, s, t, u; ω) : C4 × ∆→ C by

ψ(r, s, t, u; ω) = φ(a, b, c, d; ω)

= φ

(
r, r +

k
γ

s, r +
k(2γ + k + 1)

γ(γ + 1)
s +

k2

γ(γ + 1)
t,

r +
k[3γ2+3γ(k+2)+k2+3k+2]

γ(γ+1)(γ+2) s + 3k2(γ+k+1)
γ(γ+1)(γ+2) t + k3

γ(γ+1)(γ+2)u; ω

)
. (17)

Then, using relations (12)–(15), we have

ψ
(

g(ω), ωg
′
(ω), ω2g

′′
(ω), ω3g

′′′
(ω); ω

)
= φ

(
ωpT γ,k

p,α,β f (ω), ωpT γ+1,k
p,α,β f (ω), ωpT γ+2,k

p,α,β f (ω), ωpT γ+3,k
p,α,β f (ω); ω

)
. (18)

Note that
t
s
+ 1 =

c(γ + 1)− b(2γ + 1) + γa
k(b− a)

and
u
s
=

d(γ+1)[(γ+2)−3c(γ+k+1)]+[3γ2+3(2k+1)γ+2k2+3k+1]b−(γ2+3kγ+2k2)a
k2(b−a) .

Further note that the condition of admissibility for function φ ∈ Φ1[Ω, $] of Definition 3
is equivalent to the condition of admissibility for the function ψ ∈ Ψn[Ω, $], which is given
in Definition 2. Thus, the proof of Theorem 1 follows from Lemma 1.

The following result will be an extension of Theorem 1 when the behavior of the
function $(ω) on ∂∆ is unknown.

Corollary 1. If Ω ⊆ C and $ is a univalent in ∆ with $ ∈ Q1. Let φ ∈ Φ1
[
Ω, $ρ

]
for some

ρ ∈ (0, 1), where $ρ(ω) = $(ρω). If f ∈ ∑ and $ρ, satisfy the following conditions:

<
{

ζ$′′ρ (ζ)

$′ρ(ζ)

}
≥ 0 and

∣∣∣∣ω(ωpT γ,k
p,α,β f (ω)

)′∣∣∣∣ ≤ m
∣∣∣$′ρ(ζ)∣∣∣, (19)

then{
φ
(

ωpT γ,k
p,α,β f (ω), ωpT γ+1,k

p,α,β f (ω), ωpT γ+2,k
p,α,β f (ω), ωpT γ+3,k

p,α,β f (ω); ω
)

: ω ∈ ∆
}
⊂ Ω ,

which implies
ωpT γ,k

p,α,β f (ω) ≺ $(ω).
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Proof. From Theorem 1 we have ωpT γ,k
p,α,β f (ω) ≺ $ρ(ω) and since $ρ(ω) ≺ $(ω), we

conclude that ωpT γ,k
p,α,β f (ω) ≺ $(ω).

If Ω 6= C is a simply connected domain, therefore, we have a conformal mapping
h from ∆ into the domain Ω such that h(∆) is equal to Ω. Then, we denote the class
Φ1[h(∆), $] by Φ1[h, $]. The next two corollaries are immediate consequences of Theorem 1
and Corollary 1.

Corollary 2. If h is univalent function in ∆ and let φ ∈ Φ1[h, $], also suppose that $ ∈ Q1
satisfies (10). Then

φ
(

ωpT γ,k
p,α,β f (ω), ωpT γ+1,k

p,α,β f (ω), ωpT γ+2,k
p,α,β f (ω), ωpT γ+3,k

p,α,β f (ω); ω
)
≺ h(ω), (20)

which implies
ωpT γ,k

p,α,β f (ω) ≺ $(ω).

Corollary 3. If $ is univalent function in ∆ with $ ∈ Q1 and φ ∈ Φ1
[
h, $ρ

]
for some ρ ∈ (0, 1),

where $ρ(ω) = $(ρω). If $ρ satisfies the conditions in (19), then the subordination relation (20)
implies that

ωpT γ,k
p,α,β f (ω) ≺ $(ω).

The following corollary shows the connection between the best dominant of a third
order differential subordination and the solution of the corresponding third-order differen-
tial equation.

Corollary 4. If h is univalent function in ∆ and ψ is given by (18) where φ ∈ Φ1[h, $]. If the
differential equation

ψ
(

$(ω), ω$′(ω), ω2$′′(ω), ω3$′′′(ω); ω
)
= h(ω)

has a solution $ with $ ∈ Q1 that satisfies the conditions (10), then subordination (20) implies that

ωpT γ,k
p,α,β f (ω) ≺ $(ω),

and $ is the best dominant of (20).

Proof. Since

φ
(

ωpT γ,k
p,α,β f (ω), ωpT γ+1,k

p,α,β f (ω), ωpT γ+2,k
p,α,β f (ω), ωpT γ+3,k

p,α,β f (ω); ω
)

= ψ
(

g(ω), ωg′(ω), ω2g′′(ω), ω3g′′′(ω); ω
)
≺ h(ω), (21)

then g(ω) is a solution of (21), and from Corollary 2 we obtain that g(ω) ≺ $(ω), that is,
$ is a dominant of (21). Furthermore,

φ
(

ωpT γ,k
p,α,β f (ω), ωpT γ+1,k

p,α,β f (ω), ωpT γ+2,k
p,α,β f (ω), ωpT γ+3,k

p,α,β f (ω); ω
)

= ψ
(

g(ω), ωg′(ω), ω2g′′(ω), ω3g′′′(ω); ω
)
≺ h(ω)

= ψ
(

$(ω), ω$′(ω), ω2$′′(ω), ω3$′′′(ω); ω
)

,

which means that $ is the best dominant of (21).
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Theorem 1 will be applied when $(ω) = 1 + Mω, M > 0. By Definition 3, the family
of admissible functions Φ1[Ω, $], denoted now by Φ1[Ω, M] as follows:

Definition 4. If Ω ⊆ C and let M > 0. The family of admissible functions Φ1[Ω, M] consists of
the functions φ : C4 × ∆→ C, which satisfy the following admissibility condition

φ
(

1 + Meiθ , 1 + (γ+km)Meiθ

γ , 1 + k2L+[km(2γ+k+1)+γ(γ+1)]Meiθ

γ(γ+1) ,

1 +
k3 N+3k2(γ+k+1)L+{km[3γ2+3γ(k+2)+k2+3k+2]+γ(γ+1)(γ+2)}Meiθ

γ(γ+1)(γ+2) ; ω

)
/∈ Ω

whenever ω ∈ ∆, <
{

Le−iθ} ≥ m(m− 1)M and <
{

Ne−iθ} ≥ 0 for every θ ∈ [0, 2π] and
m ≥ j ≥ 2.

Using the definition of the family of admissible functions, from the result in Theorem 1,
we have the following result.

Corollary 5. If Ω ⊆ C and φ ∈ Φ1[Ω, M]. If∣∣∣∣ω(ωpT γ,k
p,α,β f (ω)

)′∣∣∣∣ ≤ mM, (22)

then

φ
(

ωpT γ,k
p,α,β f (ω), ωpT γ+1,k

p,α,β f (ω), ωpT γ+2,k
p,α,β f (ω), ωpT γ+3,k

p,α,β f (ω); ω
)
∈ Ω (ω ∈ ∆),

which implies
ωpT γ,k

p,α,β f (ω) ≺ 1 + Mω.

3. Further Results Involving T γ,k
p,α,β

In this section, using the recurrence relation (9), we obtain interesting results of
differential subordination associated with T γ,k

p,α,β f (ω). The proofs of our results presented
in this section are similar to the previous section and will be omitted.

Definition 5. If Ω ⊆ C and $ ∈ Q1 ∩ Hj. Let Φ2[Ω, $] be the family of admissible functions,
consisting of functions φ : C4 × ∆→ C that satisfy the condition of admissibility:

φ(a, b, c, d; ω) /∈ Ω,

whenever

a = $(ζ), b = $(ζ) +
mαζ$′(ζ)

β + 2
,

<
{

c(β + 1)− b(2β + 3) + a(β + 2)
α(b− a)

}
≥ m<

{
1 + ζ$′′(ζ)

$′(ζ)

}
and

<
{

(β+1)[βd−3(β+α+1)c]+[3β2+3(2α+3)β+2α2+9α+7]b−[β2+(3α+4)β+2α2+6α+4]a
α2(b−a)

}
≥ m2<

{
ζ2$′′′(ζ)

$′(ζ)

}
where ω ∈ ∆, ζ ∈ ∂∆\E($), and m ≥ j ≥ 2.
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Theorem 2. If Ω ⊆ C and φ ∈ Φ2[Ω, $]. If f ∈ ∑(p, j) and $ ∈ Q1 satisfy the following
conditions:

<
{

ζ$′′(ζ)

$′(ζ)

}
≥ 0 and

∣∣∣∣ω(ωpT γ,k
p,α,β+3 f (ω)

)′∣∣∣∣ ≤ m
∣∣$′(ζ)∣∣, (23)

then{
φ
(

ωpT γ,k
p,α,β+3 f (ω), ωpT γ+1,k

p,α,β+2 f (ω), ωpT γ+2,k
p,α,β+1 f (ω), ωpT γ+3,k

p,α,β f (ω); ω
)

: ω ∈ ∆
}
⊂ Ω , (24)

which implies
ωpT γ,k

p,α,β+3 f (ω) ≺ $(ω).

The following result will be an extension of Theorem 2 when the behavior of the
function $(ω) on ∂∆ is unknown.

Corollary 6. If Ω ⊆ C and $ is univalent in ∆ with $ ∈ Q1. Let φ ∈ Φ2
[
Ω, $ρ

]
for some

ρ ∈ (0, 1), where $ρ(ω) = $(ρω). If f ∈ ∑(p, j) and $ρ satisfy the following conditions:

<
{

ζ$′′ρ (ζ)

$′ρ(ζ)

}
≥ 0 and

∣∣∣∣ω(ωpT γ,k
p,α,β+3 f (ω)

)′∣∣∣∣ ≤ m
∣∣∣$′ρ(ζ)∣∣∣, (25)

then{
φ
(

ωpT γ,k
p,α,β+3 f (ω), ωpT γ,k

p,α,β+2 f (ω), ωpT γ,k
p,α,β+1 f (ω), ωpT γ,k

p,α,β f (ω); ω
)

: ω ∈ ∆
}
⊂ Ω

which implies
ωpT γ,k

p,α,β+3 f (ω) ≺ $(ω).

If Ω 6= C is a simply connected domain, therefore, we have a conformal mapping
h from ∆ into the domain Ω such that h(∆) is equal to Ω. Then, we denote the class
Φ2[h(∆), $] by Φ2[h, $]. The next two corollaries are immediate consequences of Theorem 2
and Corollary 6.

Corollary 7. If h is univalent function in ∆ and let φ ∈ Φ2[h, $], also suppose that $ ∈ Q1
satisfies conditions (10). Then

φ
(

ωpT γ,k
p,α,β+3 f (ω), ωpT γ,k

p,α,β+2 f (ω), ωpT γ,k
p,α,β+1 f (ω), ωpT γ,k

p,α,β f (ω); ω
)
≺ h(ω), (26)

which implies
ωpT γ,k

p,α,β+3 f (ω) ≺ $(ω).

Corollary 8. If $ is univalent function in ∆ with $ ∈ Q1 and φ ∈ Φ2
[
h, $ρ

]
for some ρ ∈ (0, 1),

where $ρ(ω) = $(ρω). If $ρ satisfies conditions (25), then the subordination (26) implies that

ωpT γ,k
p,α,β+3 f (ω) ≺ $(ω).

The following corollary shows the connection between the best dominant of a third-
order differential subordination and the solution of the corresponding third-order differen-
tial equation.

Corollary 9. If h is univalent function in ∆ and ψ is given by (18) where φ ∈ Φ2[h, $]. If the
differential equation

ψ
(

$(ω), ω$′(ω), ω2$′′(ω), ω3$′′′(ω); ω
)
= h(ω)
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has a solution $ with $ ∈ Q1 that satisfies conditions (23), then subordination (26) implies that

ωpT γ,k
p,α,β+3 f (ω) ≺ $(ω),

and $ is the best dominant of (26).

Theorem 2 will be applied when $(ω) = 1 + Mω, M > 0. By Definition 5, the family
of admissible functions Φ2[Ω, $], denoted now by Φ2[Ω, M] as follows:

Definition 6. If Ω ⊆ C and let M > 0. The family of admissible functions Φ2[Ω, M] consists of
the functions φ : C4 × ∆→ C, which satisfy the following admissibility condition

a = 1 + Meiθ , b = 1 + Meiθ +
mαMeiθ

β + 2
,

φ
(

1 + Meiθ , 1 + (β+2+αm)Meiθ

β+2 , 1 + α2L+[αm(2β+α+3)+(β+1)(β+2)]Meiθ

(β+1)(β+2) ,

1 +
α3 N+3(β+α+1)α2L+[αm(3β2+3(α+2)β+α2+3α+2)+β(β+1)(β+2)]Meiθ

β(β+1)(β+2) ; ω

)
/∈ Ω

whenever ω ∈ ∆, <
{

Le−iθ} ≥ m(m− 1)M and <
{

Ne−iθ} ≥ 0 for every θ ∈ [0, 2π] and
m ≥ j ≥ 2.

Using the definition of the family of admissible functions, from the result in Theorem 2,
we have the following result.

Corollary 10. If Ω ⊆ C and φ ∈ Φ2[Ω, M]. If we suppose that∣∣∣∣ω(ωpT γ,k
p,α,β+3 f (ω)

)′∣∣∣∣ ≤ mM, (27)

then

φ
(

ωpT γ,k
p,α,β+3 f (ω), ωpT γ,k

p,α,β+2 f (ω), ωpT γ,k
p,α,β+1 f (ω), ωpT γ,k

p,α,β f (ω); ω
)
∈ Ω (ω ∈ ∆),

which implies
ωpT γ,k

p,α,β+3 f (ω) ≺ 1 + Mω.

4. Some Applications

If we take Ω = {χ ∈ C : |χ− 1| < M}, and Φ1[Ω, M] is simply denoted by Φ1[M]
and Corollary 5 reduces to the next corollary.

Corollary 11. Let φ ∈ Φ1[M] and suppose that∣∣∣∣ω(ωpT γ,k
p,α,β f (ω)

)′∣∣∣∣ ≤ mM, (28)

then∣∣∣φ(ωpT γ,k
p,α,β f (ω), ωpT γ+1,k

p,α,β f (ω), ωpT γ+2,k
p,α,β f (ω), ωpT γ+3,k

p,α,β f (ω); ω
)
− 1
∣∣∣ < M (ω ∈ ∆), (29)

which implies
ωpT γ,k

p,α,β f (ω) ≺ 1 + Mω. (30)
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Corollary 12. Suppose that ∣∣∣∣ω(ωpT γ,k
p,α,β f (ω)

)′∣∣∣∣ ≤ mM, (31)

then ∣∣∣ωpT γ+1,k
p,α,β f (ω)− 1

∣∣∣ < M (ω ∈ ∆), (32)

which implies
ωpT γ,k

p,α,β f (ω) ≺ 1 + Mω. (33)

Proof. The result follows from Corollary 11 by putting φ(a, b, c, d; ω) = b.

Putting γ = k = 1 and α = 0 in Corollary 12, and noting that

T 1,1
p,0,β f (ω) = f (ω) and T 2,1

p,0,β f (ω) = ω f ′(ω) + (p + 1) f (ω) (34)

we obtain the following result :

Example 1. If f ∈ ∑(p, j) satisfies the following conditions∣∣∣ω(ωp f (ω))′
∣∣∣ ≤ mM (35)

and ∣∣∣ωp+1 f ′(ω) + (p + 1)ωp f (ω)− 1
∣∣∣ < M, (36)

then
|ωp f (ω)− 1| < M. (37)

Furthermore, putting γ = k = 1 and α = 0 in Corollary 12 and p = j = 1, we obtain
the following result:

Example 2. If f ∈ ∑ satisfies the following inequalities∣∣∣ω2 f ′(ω) + ω f (ω)
∣∣∣ ≤ mM (38)

and ∣∣∣ω2 f ′(ω) + 2ω f (ω)− 1
∣∣∣ < M, (39)

then
|ω f (ω)− 1| < M. (40)

Putting Ω = {χ ∈ C : |χ− 1| < M}, as special case and Φ2[Ω, M] is simply denoted
by Φ2[M] and Corollary 10 reduces to the next corollary.

Corollary 13. Let φ ∈ Φ2[M] and suppose that∣∣∣∣ω(ωpT γ,k
p,α,β+3 f (ω)

)′∣∣∣∣ ≤ mM, (41)

then∣∣∣φ(ωpT γ,k
p,α,β+3 f (ω), ωpT γ,k

p,α,β+2 f (ω), ωpT γ,k
p,α,β+1 f (ω), ωpT γ,k

p,α,β f (ω); ω
)
− 1
∣∣∣ < M (ω ∈ ∆), (42)

which implies
ωpT γ,k

p,α,β+3 f (ω) ≺ 1 + Mω. (43)
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5. Conclusions

In our present investigation, we have determined the sufficient conditions for classes
Φ1[Ω, $] and Φ2[Ω, $] of admissible functions to obtain some interesting results of third-
order differential subordination for meromorphically multivalent functions that include a
linear operator Tγ,k

p,α,β associated with the generalized Mittag-Leffler function. Furthermore,
some special cases of these classes of admissible functions and some important inequalities
have been derived. Our results are connected with those in several earlier works, which
are related to the theory of differential subordination and superordination of Geometric
Function Theory.
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1. Bulboacă, T. Differential Subordinations and Superordinations, Recent Results; House of Scientific Book Publ.: Cluj-Napoca,

Romania, 2005.
2. Miller, S.S.; Mocanu, P.T. Differential Subordinations: Theory and Applications; Series on Monographs and Textbooks in Pure and

Applied Mathematics; Marcel Dekker: New York, NY, USA; Basel, Switzerland, 2000; Volume 225.
3. Miller, S.S.; Mocanu, P.T. Subordinants of differential superordinations. Complex Var. Theory Appl. 2003, 48, 815–826. [CrossRef]
4. Antonino, J.A.; Miller, S.S. Third-order differential inequalities and subordinations in the complex plane. Complex Var. Elliptic Eq.

2011, 56, 439–454. [CrossRef]
5. Mittag-Leffler, G.M. Sur la nouvelle function. C. R. Acad. Sci. Paris 1903, 137, 554–558.
6. Mittag-Leffler, G.M. Sur la representation analytique d’une function monogene (cinquieme note). Acta Math. 1905, 29, 101–181.

[CrossRef]
7. Srivastava, H.M.; Tomovski, Z. Fractional calculus with an integral operator containing a generalized Mittag-Leffler function in

the kernal. Appl. Math. Comp. 2009, 211, 198–210.
8. Attiya, A.A. Some applications of Mittag-Leffler function in the unit disk. Filomat 2016, 30, 2075–2081.
9. Aouf, M.K.; Seoudy, T.M. Some families of meromorphic p−valent functions involving a new operator defined by generalized

Mittag-Leffler function. J. Egypt. Math. Soc. 2018, 26, 406–411. [CrossRef]
10. Ali, R.M.; Ravichandran, V.; Seenivasagan, N. Differential subordination and superordination of analytic functions defined by the

Dziok–Srivastava linear operator. J. Frankl. Inst. 2010, 347, 1762–1781. [CrossRef]
11. Ali, R.M.; Nagpal, S.; Ravichandran, V. Second-order differential subordination for analytic functions with fixed initial coefficient.

Bull. Malays. Math. Sci. Soc. 2011, 34, 611–629.
12. Owa, S.; Attiya, A.A. An application of differential subordinations to the class of certain analytic functions. Taiwan. J. Math. 2009,

13, 369–375.
13. Baricz, A.; Kant, S.; Prajapat, J.K. Differential subordination and superordination results associated with the Wright function. Bull.

Iran. Math. Soc. 2016, 42, 1459–1477.
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