
Citation: Kiskinov, H.; Milev, M.;

Petkova, M.; Zahariev, A.

Variable-Order Fractional Linear

Systems with Distributed

Delays—Existence, Uniqueness and

Integral Representation of the

Solutions. Fractal Fract. 2024, 8, 156.

https://doi.org/10.3390/

fractalfract8030156

Academic Editors: Alexander Fedotov

and Ivanka Stamova

Received: 14 February 2024

Revised: 6 March 2024

Accepted: 8 March 2024

Published: 10 March 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fractal and fractional

Article

Variable-Order Fractional Linear Systems with Distributed
Delays—Existence, Uniqueness and Integral Representation of
the Solutions
Hristo Kiskinov 1 , Mariyan Milev 2 , Milena Petkova 1 and Andrey Zahariev 1,*

1 Faculty of Mathematics and Informatics, University of Plovdiv, 4000 Plovdiv, Bulgaria;
kiskinov@uni-plovdiv.bg (H.K.); milenapetkova@uni-plovdiv.bg (M.P.)

2 Faculty of Economics and Business Administration, Sofia University, 1504 Sofia, Bulgaria;
m.milev@feb.uni-sofia.bg

* Correspondence: zandrey@uni-plovdiv.bg

Abstract: In this work, we study a general class of retarded linear systems with distributed delays and
variable-order fractional derivatives of Caputo type. We propose an approach consisting of finding an
associated one-parameter family of constant-order fractional systems, which is “almost” equivalent
to the considered variable-order system in an appropriate sense. This approach allows us to replace
the study of the initial problem (IP) for variable-order fractional systems with the study of an IP for
these one-parameter families of constant-order fractional systems. We prove that the initial problem
for the variable-order fractional system with a discontinuous initial function possesses a unique
continuous solution on the half-axis when the function describing the variable order of differentiation
is locally bounded, Lebesgue integrable and has an appropriate decomposition similar to the Lebesgue
decomposition of functions with bounded variation. The obtained results lead to the existence and
uniqueness of a fundamental matrix for the studied variable-order fractional homogeneous system.
As an application of the obtained results, we establish an integral representation of the solutions of
the studied IP.

Keywords: distributed delay; variable-order fractional derivatives; linear fractional system
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1. Introduction

It is practically established that many real-world phenomena, especially the physical
processes, appear to manifest variable fractional order behaviors in respect to time. The
mathematical models based on an equation/system with variable-order (VO) fractional
derivatives seem to be a more adequate description of these types of phenomena. The
VO fractional operators can be considered as a natural analytical generalization of the
constant order (CO) operators, which explains the high number of articles devoted to the
development of the concept of variable and distributed order fractional operators as well
as to the study of their important characteristics in terms of practical applicability (physical
realization, . . . ), memory behaviors of the defining kernels and so on.

For the necessary mathematical (technical) details such as linearity and time invariance
of the operator, the operator initialization, operational transforms and so on, see [1–3]. How-
ever, the definitions, useful for physical applications, have some conceptual mathematical
problems. We note that the theory of VO fractional equations and systems with or without
delay is, generally speaking, substantially more complicated, at least technically but not
only. This is based on the obstacle that, in general (without special additional conditions),
the VO fractional differential operator is not left inverse of the corresponding VO integral
operator. This fact is established in [4,5], which to the best of our knowledge are the first
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deep studies devoted to these conceptual mathematical problems. Historically, as far we
know, the first works devoted to finding a pair of kernels, via which it is possible to define
the VO fractional differential operator and VO fractional integral operator, where the VO
differential operator is left inverse of the VO fractional integral operator, are [6] (Sonin
pair kernels) and [7] (Scarpi pair kernels). For more detailed information about the Sonin
kernels and Scarpi’s approach, see the works [8,9], respectively. For comprehensive infor-
mation concerning the development of this theme as well as for different approaches by
the formulation of various kinds of VO fractional integrals and derivatives, we recommend
the remarkable works [10–16] and the references therein.

As mentioned in the works cited above, the inverse property of the VO differential
operator, however, recovers in the constant-order (CO) differentiation theory, and hence
from this point of view our approach has a natural reason. The main idea of our approach
is to replace the study of the VO fractional systems with the study of the one-parameter
family of CO fractional systems. This idea leads to some technical difficulties, but these
difficulties can be managed.

The basic aim of the present work is to study a class linear system with distributed
delays and VO fractional derivatives. The definition of the VO Caputo-type fractional
derivative used in this article is introduced in several works such as [10,14,16]. Our work
was partially inspired by [17,18].

This paper is organized as follows. Section 2 presents the necessary definitions of
CO- and VO-type fractional integrals, the problem statement and the needed auxiliary
definitions and facts for our exposition. Section 3 contains an introduction to our approach,
which consists of finding an associated one-parameter family of CO fractional systems,
which is “almost” equivalent to the VO system in an appropriate sense and can replace the
study of the initial problem (IP) for the VO fractional system with the study of IP for the
one-parameter family of CO fractional systems. Using this approach, we prove theorems for
the existence and uniqueness of a continuous solution of the considered IP for class linear
systems with distributed delays and VO fractional derivatives of Caputo type and also
for the prolongation of the solutions on the half-axis. Section 4 is devoted to establishing
the existence and uniqueness of fundamental matrix of the studied homogeneous system,
and, as an application of the obtained results, we establish an integral representation of the
solutions of the studied IP. Section 5 contains conclusion and comments as well as some
ideas for future research.

2. Preliminaries and Problem Statement

In the present section, to avoid possible misunderstandings, we recall the necessary
definitions of CO and VO fractional integrals and the needed auxiliary definitions and
facts used in our exposition throughout this paper. The problem statement and the related
assumptions and conditions are also presented. For all details concerning the constant order
CO fractional derivatives and other properties, we refer to [19,20]. Concerning the case of
variable-order (VO) fractional derivatives and their properties, we refer to the remarkable
works and surveys of [8,10,12,13].

Let a ∈ R, q ∈ (0, 1) be arbitrary. Throughout the following, we say that for
a class of functions g : R → R, some property holds locally if it is fulfilled on every
compact subinterval [b, c] ⊂ R. The following notation will be used for the real linear
spaces: Lloc

1 (R,R) consisting of all locally Lebesgue integrable functions and the subspaces
BV loc(R,R) ⊂ BLloc

1 (R,R) ⊂ Lloc
1 (R,R) of all functions which are locally bounded or

have locally bounded variation, respectively. The left-sided fractional integral operators of
constant order q ∈ (0, 1), with a ∈ R for any g ∈ Lloc

1 (R,R), we define via the relation

(Iq
a+g)(t) =

1
Γ(q)

t∫
a

(t − s)q−1g(s)ds
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and the corresponding left side Riemann–Liouville and Caputo derivatives via the equalities

RLDq
a+g(t) =

d
dt

(I1−q
a+ g(t)) and CDq

a+g(t) = (RLDq
a+[g(s)− g(a)])(t)

for any t > a. For an arbitrary q(t) ∈ BLloc
1 (J, (0, 1)), J ∈ [a, ∞), we define the VO left-sided

fractional integral with the lower limit a ∈ R via

I
q(t)
a+ g(t) =

1
Γ(q(t))

t∫
a

(t − τ)q(t)−1g(τ)dτ

and the VO left-sided Riemann–Liouville-type fractional derivatives via

RLD
q(t)
a+ g(t) =

1
Γ(1 − q(t))

d
dt

t∫
a

(t − τ)−q(t)g(τ)dτ

and the Caputo-type VO derivative (see [10,16]) via the equality

CD
q(t)
a+ g(t) =RL Dq(t)

a+ (g(t)− g(a)) =
1

Γ(1 − q(t))
d
dt

t∫
a

(t − τ)−q(t)(g(t)− g(a))dτ.

When g ∈ AC(R,R) (i.e., g is absolutely continuous), then

(CD
q(t)
a )g(t) =

1
Γ(1 − q(t))

t∫
a

(t − s)−q(t)g′(s)ds.

Consider the retarded fractional linear system with Caputo-type variable-order (VO)
derivatives and distributed delays in the following general form:

CD
q(t)
a+ X(t) =

0∫
−h

[dθU(t, θ) ]X(t + θ) + F(t), (1)

where h > 0, J = [a, ∞), J0 = (a, ∞), a ∈ R, X(t) = col(x1(t), . . . , xn(t)) : J → Rn (the
notation col mean vector-column), F(t) = col( f1(t), . . . , fn(t)) ∈ BLloc

1 (J,Rn), CD
q(t)
a+ X(t) =

diag(Dq(t)
a+ x1(t), . . . ,Dq(t)

a+ xn(t)), where D
q(t)
a+ xk(t), k ∈ ⟨n⟩ = {1, 2, . . . , n}, Xt(θ) = X(t + θ),

t ∈ J, θ ∈ [−h, 0] denotes the left side VO derivative of Caputo type U(t, θ) = ∑
i∈⟨m⟩0

Ui(t, θ),

Ui(t, θ) = {ui
kj(t, θ)}n

k,j=1 : J ×R → Rn×n, ⟨m⟩0 = ⟨m⟩⋃{0}.
The corresponding homogenous system of system (1) described in detail has the form:

CD
q(t)
a+ xk(t) = ∑

i∈⟨m⟩0

 ∑
j∈⟨n⟩

0∫
−h

xj(t + θ)dθui
kj(t, θ)

. (2)

The following notations will also be used: Ja−h = [a− h, ∞), R+ = (0, ∞),R+ = [0, ∞),
0 ∈ Rn, and I, Θ ∈ Rn×n are the zero vector, the identity and the zero matrices. For Y(t, θ) :

J × R → Rn×n, Y(t, θ) = {yi
j(t, θ)}n

i,j=1, |Y(t, θ)| =
n
∑

k,j=1
|yj

k(t, θ)|, and when yj
k(t, ·) ∈

BV loc(R,R), for any fixed t ∈ J and k, j ∈ ⟨n⟩, then Var[a,b]Y(t, ·) = {Var[a,b]y
j
k(t, ·)}

n
k,j=1,

[a, b] ⊂ R is arbitrary, and we denote Y(t, ·) ∈ BV loc
θ (J ×R,Rn×n). C(R,Rn) denotes the

real linear space of all continuous vector-functions and BC(J,Rn) ⊂ C(J,Rn).
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The spaces of initial functions Φ = col(ϕ1, . . . , ϕn) : [−h, 0] → Rn are denoted as follows:
PC = PC([−h, 0],Rn) (piecewise continuous); PC∗ = PC ∩ BV([−h, 0],Rn) (piecewise con-
tinuous with bounded variation), C = C([−h, 0],Rn) (continuous) and AC = AC([−h, 0],Rn)
(absolutely continuous). All these real linear spaces endowed with the sup-norm ||Φ|| =

∑
k∈⟨n⟩

sup
s∈[−h,0]

|ϕk(s)| < ∞ are Banach spaces. SΦ denotes the set of all jump points for any

Φ ∈ PC; in addition, we will assume that they are right continuous at t ∈ SΦ.
For an arbitrary Φ ∈ PC, we introduce the following initial condition for system (1)

or (2):

X(t) = Φ(t − a), t ∈ [a − h, a] (Xa(θ) = Φ(θ), θ ∈ [−h, 0]), h ∈ R+. (3)

Definition 1 ([21–23]). We say that for the kernels Ui : J ×R → Rn×n, the hypothesis (S) holds
if the following conditions are fulfilled for any i ∈ ⟨m⟩0:

(S1) The functions (t, θ) → Ui(t, θ) are measurable in (t, θ) ∈ J × R and normalized so that
Ui(t, θ) = 0 for θ ≥ 0, Ui(t, θ) = Ui(t,−σi), σi ∈ [0, h] for θ ≤ −σi, θ ≤ −σi,
0 = σ0 < σ1 < . . . < σm = h and t ∈ J.

(S2) For any fixed t ∈ J, the kernels Ui(t, θ) are left continuous in θ on (−σi, 0) and the kernels
Ui(t, ·) ∈ BV loc

∂ (J ×R,Rn×n) uniformly in t ∈ J and∣∣∣Var[−h,0]U
i(t, ·)

∣∣∣, sup
θ∈[−h,0]

∂θ |Ui(t, θ)| ∈ BLloc
1 (J,R+).

(S3) For any fixed t ∈ J, the Lebesgue decomposition of the kernels Ui(t, θ) has the form:

Ui(t, θ) = Ui
st(t, θ) + Ui

ac(t, θ) + Ui
s(t, θ),

Ui
st(t, θ) = {ai

kj(t)H(θ + σi(t))}n
k,j=1, σi(t) ∈ C(J, [0, h]), σ0(t) ≡ 0,

Ai(t) = {ai
kj(t)}

n
k,j=1 ∈ BLloc

1 (J,Rn), Ui
ac(t, ·) ∈ AC([−h, 0],Rn×n),

Ui
s(t, ·) ∈ C([−h, 0],Rn×n),

where k, j ∈ ⟨n⟩, and H(t) is the Heaviside function.
(S4) The sets Si

Φ
= {t ∈ J| t − σi(t) ∈ S

Φ
} do not have limit points, and for any t∗ ∈ J the

relations lim
t→t∗

∫ 0

−h
|Ui(t, θ)− Ui(t∗, θ)|dθ = 0 hold.

(S5) The function q(t) ∈ BLloc
1 (J, (0, 1)) and has the representation q(t) = qs(t) + qc(t), where

qs(t) ∈ PC(J, (0, 1)) is a right continuous step function, and qc(t) ∈ C(J, (0, 1)) with

qm = inf
t∈J

q(t), qM = sup
t∈J

q(t), [qm, qM] ⊂ (0, 1).

The set Sqs = {tk ∈ J0|qs(tk + 0)− qs(tk − 0) ̸= 0, k ∈ N} of all first kind jump points of
qs(t) is at most countable and does not have limit points in j.

Remark 1. Note that the condition (S5) is inspired from physical aspects connected to rheology
(the stress and/or strain leads to hysteresis-type reactions) but also leads to some mathematical
advantages. So, from a practical point of view, we consider the case when the set Sqs is most
countable and does not have limit points in J.

Theorem 1 ([24], Krasnosel’skii’s fixed point theorem). Let (B, ∥ · ∥) be a Banach space,
H ⊆ B be a nonempty, closed and convex subset of B and the maps T, K : H → B satisfy the
following conditions:

(i) The operator T is contraction with constant γ ∈ (0, 1);
(ii) The operator K is continuous, and the set K(H) is contained in a compact set;



Fractal Fract. 2024, 8, 156 5 of 18

(iii) For any x, y ∈ H, we have that Tx + Ky ∈ H.

Then, there exists z ∈ H with Tz + Kz = z.

3. Main Results

In this section, we study the existence and the uniqueness of continuous solutions of
IP (1), (3) without the additional assumption of them being absolutely continuous, which
essentially simplifies the problem at least technically. The reason for this is the possible
application in economics taking into account that the diagram of the stock courses is more
similar to the Weierstrass function than to a smooth function. We propose an approach
to convert the IP with VO to a system of integral equations which is more convenient
for study, considering the fact that, in general, the fractional integral of VO is not the left
inverse operator of the VO differential operator and vice versa.

Let a = t0, a − h = t0 − a = t−1, ∆k = (tk−1, tk], ∆0
k = (tk−1, tk), ∆k = [tk−1, tk], k ∈ N0.

Then, for any t ∈ J, we have qs(t) =
∞

∑
k=1

qk
s 1∆k , where qs(t) = qk

s , t ∈ ∆k, and 1∆k is the

indicator function of ∆k (note that for any t ∈ J, the sum is finite). The next lemma is
an immediate generalization of Theorem 4 in [16] and establishes a simple but impor-
tant statement.

Lemma 1. Let the condition (S5) hold.
Then, for any function g(t) ∈ L1

loc(J,R) for which g(t) = o((t − a)qM+ε), we have that
CD

q(t)
a+ g(t) = 0 at t = a.

Proof. Let g(t) ∈ L1
loc(J,R) be arbitrary. Then, for t, s ∈ [a, a + δ], s ≤ t, we have

CD
q(t)
a+ g(t) =RL D

q(t)
a+ (g(t)− g(a)) =RL D

q(t)
a+ g(t)

=
1

Γ(1 − q(t))
d
dt

t∫
a

(t − s)−q(t)g(s)ds.
(4)

It is well known that the Γ function on the real line has a minimum at zmin ≈ +1.46
with Γ(zmin) ≈ +0.8856, and hence we have that

0 <
1

Γ(1 − qM)
≤ lim

t→a+0

1
Γ(1 − q(t))

≤ 1
Γ(zmin)

≤ 1
0.8856

< ∞.

Since g(t) = o((t − a)qM+ε), there exist constants c > 0 and δ ∈ (0, min(1, t1)), such that
for some ε > 0, we have that |g(t)| ≤ c(t − a)ε+qM

for any t ∈ [a, a + δ]. Then, from (4), for any
t, s ∈ [a, a + δ], s ≤ t, taking into account that inf

t∈[a,a+δ]
(1− q(t)) > 0, it follows that

∣∣∣∣∣∣ d
dt

t∫
a

(t − s)−q(t)g(s)ds|t=a

∣∣∣∣∣∣ ≤ lim
t→a+0

t∫
a
(t − s)−q(t)|g(s)|ds

(t − a)

≤ lim
t→a+0

c
t∫

a
(t − s)−q(t)(t − a)ε+qM

ds

(t − a)

≤ lim
t→a+0

c(t − a)ε+qM
t∫

a
(t − s)−q(t)ds

(t − a)

≤ lim
t→a+0

c(t − a)ε+qM
(t − a)1−q(t)

(1 − q(t))(t − a)
= lim

t→a+0

c(t − a)ε

(1 − q(t))
= 0,
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which completes the proof.

Definition 2. The vector function X(t) = col(x1(t), . . . , xn(t)) is a solution of IP (1), (3) or IP
(2), (3) in [a, b], b > a arbitrary, if X|[a,b] ∈ C([a, b],Rn), (X|J ∈ C(J,Rn)) satisfies system (1)
or (2), respectively, for all t ∈ (a, b](t > a), as well as the initial condition (3).

Let us assume that X(t) is a solution of IP (1), (3) for any t > a and denote

Z(t) = Γ(1 − qM)(X(t)− X(a)).

The aim of our considerations below is to find (establish) an one-parameter family of CO
fractional systems which the function Z(t) satisfies for any t > a as well as the correspond-
ing initial conditions for Z(t), induced from the initial condition (3) which the solution
X(t) satisfies.

Then, from (3) it follows that for t ∈ [a − h, a] Z(t) satisfies the initial condition

Z(t) = Γ(1 − qM)(X(t)− X(a)) = Γ(1 − qM)(Φ(t − a)− Φ(0)) = Z0(t − a), (5)

and hence Z(a) = Z0(0) = 0.
Consider the function Yt(s) = ω(t − s)Z(s), where

ω(t − s) = (t − s)qM−q(t) = (t − s)qM−qs(t)−qc(t)

for t ∈ J and s ∈ [a − h, t]. In addition we define: ω(t − s) = 0 when t ≤ s and ωk(t − s)
mean that t ∈ ∆k for any k ∈ N0. Then, from (3) it follows that for any fixed t ∈ J0 and
s ∈ [a − h, a] = ∆0 we have that Yt(s) = ω(t − s)Z(s) = ω(t − s)Z0(s − a) and hence it
must satisfy the following initial condition for any fixed t ∈ J and s ∈ [a − h, a]

Yt(s) = ω(t − s)Z(s) = ω(t − s)(X(s)− X(a)) = ω(t − s)Z0(s − a) and Y(t, a) = 0. (6)

Then, applying Lemma 1 we have

Γ(1 − α(t))Dq(t)
a+ G(t) =

1
Γ(1 − qM)

d
dt

t∫
a

(t − s)−q(t)(G(s)− G(a))dτ

=
1

Γ(1 − qM)

d
dt

t∫
a

(t − s)−qM
(t − a)qM−q(t)Γ(1 − qM)(g(s)− g(a))dτ

=
1

Γ(1 − qM)

d
dt

t∫
a

(t − s)−qM
Y′(a)τ =RL DqM

a+Yt(s)|s=t =C DqM

a+Yt(s)|s=t.

(7)

From (1), (7) for an arbitrary fixed t > a with s ∈ [a, t] we obtain



Fractal Fract. 2024, 8, 156 7 of 18

RLDqM

a+Yt(s)|s=t =C DqM

a+Yt(s)|s=t = Γ(1 − q(t))

 0∫
−h

[dθU(t, θ) ]X(t + θ)dt + F(t)


η=t+θ
= Γ(1 − q(t))

 t∫
t−h

[dsU(t, η − t) ](X(η)− X(a) + X(a))dt + F(t)


= Γ(1 − q(t))

t∫
t−h

[dsU(t, η − t) ](X(η)− X(a))dt

+ Γ(1 − q(t))
t∫

t−h

[dsU(t, s − t) ]X(a)dt + Γ(1 − q(t))Ft)

= Γ(1 − q(t))
t∫

t−h

[dsU(t, η − t) ](X(η)− X(a))dt

− Γ(1 − q(t))X(a)U(t,−h) + Γ(1 − q(t))F(t)

= Γ(1 − q(t))
0∫

−h

[dsU(t, θ) ](X(t + θ)− X(a))dt + Γ(1 − q(t))F(t),

(8)

where F(t) = F(t)− Φ(0)U(t,−h), and hence F(t) ∈ BLloc
1 (J,Rn).

Using (8) we introduce for any fixed t > a, arbitrary F(t) ∈ BLloc
1 (J,Rn) and each

s ∈ (a, t] the following auxiliary system

CDqM

a+Yt(s) =C DqM

a+ [ω(t − s)Z(s)](s)

= Γ(1 − q(s))
0∫

−h

[dθU(s, θ)](Z(s + θ))dt + Γ(1 − q(s))F(s).
(9)

Since according (6) we have Yt(a) = 0 for any t ∈ J, then applying the operator IqM

a+ (note
that qM is a constant order) to both sides of (9) for any fixed t > a and s ∈ [a, t] we obtain

ω(t − s)Z(s) = Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))
0∫

−h

[dθU(η, θ)](Z(s + θ))dη

+ Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))F(η)dη.

(10)

Taking into account (5) we can rewrite (10) in a more convenient form, in view of
application of the Krasnosel’skii’s fixed point theorem MK [24] as follow

Z(s) =Z(s)(1 − ω(t − s)) + Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))
0∫

−h

[dθU(η, θ)](Z(η + θ))dη

+ Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))F(η)dη = Z(s)(1 − ω(t − s)) +ℑ1(s) +ℑ2(s),

(11)

where by ℑ1(s) and ℑ2(s) are denoted the second and the third addends in the right side
of (11). We will establish that lims→t−0 ℑi(s) = ℑi(t). Let t ∈ ∆k for some k ∈ N and then
we have
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CD
q(t)
a+ g(t) =RL D

q(t)
a+ (g(t)− g(a)) =

1
Γ(1 − α(t))

d
dt

t∫
a

(t − τ)−q(t)(g(τ)− g(a))dτ,

RLD
q(t)
a+ g(t) =

1
Γ(1 − α(t))

d
dt

t∫
a

(t − τ)−q(t)g(τ)dτ,

|J1(s)| =
∣∣∣Γ−1(qM)

∣∣∣
∣∣∣∣∣∣

s∫
a

(s − η)qM−1Γ(1 − q(η))
0∫

−h

[dθU(η, θ)](Z(η + θ))dη

∣∣∣∣∣∣
≤

supη∈[a,t] Γ(1 − q(η))

Γ(qM)

s∫
a

(s − η)qM−1

∣∣∣∣∣∣
0∫

−h

[dθU(η, θ)](s − η − θ)−qM+q(t)Ys(η + θ)

∣∣∣∣∣∣dη

≤ Uk+1Γ(1 − qM)

Γ2(zmin)

∣∣∣∣∣∣
s∫

a

(s − η)q(t)−1 sup
θ∈[−h,0]

Ys(η + θ)dη

∣∣∣∣∣∣ < ∞,

(12)

where Uk = max
(

supt∈[a,tk ]
Varθ∈[−h,0]|U(t, θ)|, supt∈[a,tk ]

∣∣∣supθ∈[−h,0] ∂θ |U(t, θ)|
∣∣∣) < ∞ by

virtue of conditions (S2) and (S3). Then, we conclude that lim
s→t−0

|ℑs(s)| < ∞ implies

lim
s→t−0

ℑ1(s) = J1(t). The relation lim
s→t−0

ℑs(s) = ℑ2(t) obviously holds.

Definition 3. The vector function Z(s) ∈ C([a, b],Rn)(C(J,Rn)) is a solution of IP (11), (5) or
IP (9), (5) in the interval (a, b](J0), where b > a be arbitrary, if for any fixed t ∈ (a, b](t ∈ J0)
and for s ∈ (a, b](s ∈ (a, t]), the function Z(s) satisfies system (11) or (9), respectively, for any
t ∈ (a, b](t ∈ J0) as well as the initial condition (5).

Remark 2. Taking into account that the order of differentiation of system (8) is constant, then
according to Lemma 3.3 in [25], each solution in J of IP (10), (8) in the sense of Definition 3 is a
solution in J of IP (12), (8) and vice versa.

So, with our consideration above, we proved the following statement.

Proposition 1. For any solution X(t) of IP (1), (3) with interval of existence J0, the function
Z(s) = Γ(1 − qM)(X(s)− X(a)) satisfies system (11) for every fixed t > a and any s ∈ (a, t]
with the initial condition (5) too and vice versa.

Let j ∈ ⟨lk⟩0, lk ∈ N for any k ∈ N. Thus, without loss of generality, we can assume for
simplicity in our exposition below that |∆k| < 1 for k ∈ N and |∆0| = h

Consider the real linear space B = {G : J → Rn|G(s) ∈ C(J,Rn)} and for an arbitrary
fixed t ∈ J0 the real Banach spaces

Bt = {Gt(s) : [a, t] → Rn|Gt(s) = G(s)|[a,t], G(s) ∈ B, ∥Gt∥t = sup
s∈[a,t]

|G(s)|} (13)

and for any fixed t ∈ J0 define the nonempty, closed and convex subsets Ht
0 as follows:

Ht
0 ⊂ Bt = {Gt(s) ∈ Bt|G(a) = 0}, (14)

which endowed with the metric function dΦ
t (Gt, Gt) = ∥Gt − Gt∥t = sup

s∈[a,t]
|Gt(s)− Gt(s)|

for arbitrary Gt(s), Gt(s) ∈ Ht
0, are complete metric spaces. It is clear that for any t, t ∈ J

with t ≤ t for any Gt(s) ∈ Ht
0, the restriction Gt(s)|[a−h,t] ∈ Ht

0.
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For any t ∈ ∆1 and every Gt(s) ∈ Ht
0 and s ∈ (a, t], the operator (RGt)(s) is defined

via the equality:

(RGt)(s) = Gt(s)(1 − ω(t1 − s))

+ Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))
0∫

−h

[dθU(η, θ)](Gt(η + θ))dη

+ Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))F(η)dη,

(15)

where the initial condition (RGt)(s) = Z0(s − a) for s ∈ [a − h, a] (i.e., (RGt)(s) satisfies
the initial condition (5)).

Theorem 2. Let the following conditions be fulfilled:

1. The hypothesis (S) hold.
2. The function F(t) ∈ BLloc

1 (J,Rn).

Then, for any Φ ∈ PC IP (10), (5) has a unique solution Z∗
1 (s) ∈ Ht1

0 with a ∆1 interval
of existence.

Proof. Existence: Let t ∈ ∆1 be arbitrary, and for any Gt(s) ∈ Ht
0 using (14), we split the

operator (RGt)(s) in two parts (RGt)(s) = (TGt)(s) + (KGt)(s). The operators T and K
are defined as follows:

(TGt)(s) = Gt(s)(1 − ω(t1 − s)) + Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))F(η)dη, (16)

(KGt)(s) = Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))
0∫

−h

[dθU(η, θ)](Gt(η + θ))dη, (17)

and (KGt)(s) satisfies the initial condition (5) for any t ∈ ∆1, i.e.,

(KGt)(s) = (Φ(s − a)− Φ(0)) = Z0(s − a) for s ∈ [a − h, a].

Since both integrands in the right sides of (16) and (17) by virtue of Conditions 1 and
2 of the Theorem are at least locally bounded and Lebesgue integrable functions, then both
integrals in the right sides of (16) and (17) are continuous functions. So, since (TGt)(a) = 0,
(KGt)(a) = 0, and hence (RGt)(a) = 0 for any Gt(s) ∈ Ht

0, we have that (RGt)(a) ∈ Ht
0,

and hence for any t ∈ ∆1, THt
Φ ⊆ Ht

Φ, KHt
Φ ⊆ Ht

Φ and RHt
Φ ⊆ Ht

Φ are fulfilled.
The main obstacle is that Theorem 1 (Krasnosel’skii’s fixed point theorem) cannot be

applied directly since for s = t the obtained system (11) is degenerate in the sense that
the operator T, which is defined pointwise, is not a contraction for s = t. To overcome
this obstacle, we carried out a continuous prolongation of the fixed point of the operator
R existing for all s < t so that the prolonged fixed point (as a continuous function) also

satisfies system (11) at s = t. Let t ∈ ∆1 be arbitrary and define the sequence tj = t − 1
j
,

j ∈ N. We will prove that TH
tj
0 ⊆ H

tj
0 is a contraction map for any j ∈ N. Indeed, for an

arbitrary Gtj(s), Gtj(s) ∈ H
tj
0 and denoting γj = 1 − ω

(
1
j

)
< 1, j ∈ N, we have that

|(TGtj)(s)− (TGtj)(s)| ≤ sup
s∈[a,tj ]

(1 − ω(t − s))|Gtj(s)− Gtj(s)| ≤ γj|Gtj(s)− Gtj(s)|

and hence
∥TGtj − TGtj∥ ≤ γi∥Gtj − Gtj∥tj . (18)
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For an arbitrary Gtj(s), Gtj(s) ∈ H
tj
0 from (17), it follows that∣∣∣(KGtj)(s)− (KGtj)(s)

∣∣∣ ≤
≤ Γ−1(qM)

s∫
a

(s − η)qM−1Γ(1 − q(η))
0∫

−h

[dθU(η, θ)]
(

Gtj(η + θ)− Gtj(η + θ)
)

dη

≤ Γ(1 − qM)

Γ(qM)

s∫
a

(s − η)qM−1

∣∣∣∣∣∣
0∫

−h

[dθU(η, θ)]
(

Gtj(η + θ)− Gtj(η + θ)
)∣∣∣∣∣∣dη

≤ U1Γ(1 − qM)

Γ(qM)
∥Gtj − Gtj∥tj

s∫
a

(t − η)qM−1dη ≤ U1Γ(1 − qM)(s − a)qM

qMΓ(qM)
∥Gtj − Gtj∥tj

≤ U1Γ(1 − qM)(t1 − a)qM

Γ(1 + qM)
∥Gtj − Gtj∥tj

and hence

∥KGtj − KGtj∥ ≤ U1|∆1|q
M

Γ(1 + qM)
∥Gtj − Gtj∥tk ≤

U1

Γ(1 + qM)
∥Gtj − Gtj∥tj . (19)

Thus, we proved that the operator KH
tj
0 ⊆ H

tj
0 is continuous. For an arbitrary fixed

r > 0 and G0
tj
(s) ∈ H

tj
0 , consider the ball B(r, G0

tk
(s)) = {Gtj(s) ∈ H

tj
0 , ∥Gtj − G0

tj
∥tj ≤ r} ⊂

H
tj
0 . For any Gtk (s) ∈ B(r, G0

tk
(s)) from (17) and (19), we obtain the estimation

∥KGtj∥tj ≤ ∥KG0
tj
∥tj + ∥KGtj − KG0

tj
∥tj ≤

U1

Γ(1 + qM)

(
∥KG0

tj
∥tj + ∥Gtj − G0

tj
∥tj

)
≤ U1

Γ(1 + qM)

(
∥KG0

tj
∥tj + r

)
which implies that the set K

(
B(r, G0

tj
(s))

)
is uniformly bounded.

To apply Theorem 1, it must also be proved that the set K
(

B(r, G0
tj
(s))

)
is equicontinuous.

Let s1, s2 ∈ [a, tk] be arbitrary, and for definiteness assume that s1 < s2. For any
Gtk (s) ∈ B(r, G0

tk
(s)) from (17) and (19), it follows that∣∣∣(KGtj)(s2)− (KGtj)(s1)

∣∣∣ ≤
≤ Γ(1 − qM)

Γ(qM)

∣∣∣∣∣∣
s1∫

a

(
(s2 − η)qM−1 − (s1 − η)qM−1

) 0∫
−h

[dθU(η, θ)]Gtj(η + θ)dη

∣∣∣∣∣∣
+

Γ(1 − qM)

Γ(qM)

∣∣∣∣∣∣
s2∫

s1

IqM−1(s2 − η)

0∫
−h

[dθU(η, θ)]Gtj(η + θ)dη

∣∣∣∣∣∣
≤ Γ(1 − qM)

Γ(qM)

s1∫
a

(
(s2 − η)qM−1 − (s1 − η)qM−1

)∣∣∣∣∣∣
0∫

−h

[dθU(η, θ)]Gtj(η + θ)

∣∣∣∣∣∣dη

+
Γ(1 − qM)

Γ(qM)

s2∫
s1

(s2 − η)qM−1

∣∣∣∣∣∣
0∫

−h

[dθU(η, θ)]Gtj(η + θ)

∣∣∣∣∣∣dη

≤ U1Γ(1 − qM)

Γ(qM)
∥Gtj∥ttj

 s1∫
a

(
(s1 − η)qM−1 − (s2 − η)qM−1

)
dη +

s2∫
s1

(s2 − η)qM−1dη


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and hence we obtain the estimation∣∣∣(KGtj)(s2)− (KGtj)(s1)
∣∣∣

≤ Γ(1 − qM)

Γ(1 + qM)

(
∥G0

tj
∥ttj

+ r
)(

2(s2 − s1)
qM − (s2 − η)qM−1 +

∣∣∣(s1 − a)qM − (s2 − a)qM
∣∣∣).

(20)

Denoting C̃ =
Γ(1 − qM)

Γ(1 + qM)

(
∥G0

tj
∥ttj

+ r
)

and taking into account that (s − a)qM
is uni-

formly continuous at s ∈ [a, t], then for each ε > 0 there exists δ ∈ (0, ε), such that if
|s2 − s1| < δ, we have that

∣∣∣(s1 − a)qM − (s2 − a)qM
∣∣∣ < ε. Then, from (20), for |s2 − s1| < δ,

it follows that ∣∣∣(KGtj)(s2)− (KGtj)(s1)
∣∣∣ ≤ C̃(2δ + ε) < 3εC̃

and hence the set K
(

B(r, G0
tj
(s))

)
is equicontinuous for any j ∈ N. Thus, the Arzela–Ascoli

theorem implies that the closure of the set K
(

B(r, G0
tj
(s))

)
is compact. Thus, according

to Theorem 1, it follows that for any j ∈ N, there exists at least one G∗
tj
(s) ∈ H

tj
0 , such

that for any s ∈ [a, tj), we obtain that G∗
tj
(s) = (RG∗

tj
)(s). Then, for j → ∞, taking into

account that G∗
tj
(s) ∈ H

tj
0 for any j ∈ N are continuous functions and (11), we obtain that

there exists G∗
t (s) = (RG∗

t )(s) for any s ∈ [a, t] and G∗
t (t) = (RG∗

t )(t). Since t ∈ ∆1 is
arbitrary then passing to the limit t → t1 − 0, we obtain that G∗

t1
(t1) = (RG∗

t1
)(t1) and

G∗
t1
(s) = (RG∗

t1
)(s) for any s ∈ [a, t1). Then, the function Z∗

1 (s) = G∗
t1
(s) is a solution of

IP (10), (5) for any s ∈ ∆1. Note that according to (10), we have that lim
t→a+0

Z∗
1 (t) = 0, and

hence Z1(s) ∈ C(∆1,Rn).
Uniqueness: Assume the contrary, that IP (11), (5) has two different solutions

Z∗
i (s) ∈ C(∆1,Rn) and denote W(s) = Z∗

1 (s)− Z∗
2 (s). Then, from (11), for any s ∈ ∆1 it

follows that

|Z∗
1 (s)− Z∗

2 (s)| = |W(s)| ≤ |(TW)(s) + (KW)(t)| ≤ |(TW)(s)|+ |(KW)(t)|

≤ ω(t1 − s)|W(s)|+ Γ(1 − qM)

Γ(qM)

s∫
a

(s − η)qM−1

∣∣∣∣∣∣
0∫

−h

[∂θU(η, θ)W(η + θ)dθ

∣∣∣∣∣∣dη

≤ q|W(s)|+ Γ(1 − qM)hU1

Γ(qM)

s∫
a

(s − η)qM−1 sup
ξ∈[a,η]

|W(ξ)|dη.

(21)

Let s∗ ∈ ∆1 be arbitrary, such that Z∗
1 (s∗)− Z∗

2 (s∗) = W(s∗) ̸= 0, and then from (20),
we obtain

sup
s∈[a,s∗ ]

|W(s)| ≤ Γ(1 − qM)hU1

Γ(qM)(1 − ω(t1 − a))

∫ s∗

a
(s∗ − η)α−1 sup

ξ∈[a,η]
|W(ξ)|dη,

and denote a(s) ≡ 0 and g =
Γ(1 − qM)hU1

Γ(qM)(1 − ω(t1 − a))
for any s ∈ [a, s∗]. Then, Corollary 2

in [26] implies that sups∈[a,s∗ ] |W(s)| ≤ a(t)Eα(gΓ(1 − qM)sqM

∗ ) ≡ 0, which contradicts our
assumption.

Theorem 3. Let the conditions of Theorem 2 hold.
Then, for any Φ ∈ PC IP (11), (5) has a unique solution Z∗(t) ∈ C(J,Rn).

Proof. Assume the contrary, that there exists a maximal solution Z∗
Max(t) ∈ C([a, bMax],Rn)

of IP (11), (5) with the interval of its existence [a, bMax] (which is closed from the right), and
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then we have that bMax < ∞. We consider the most difficult case when bMax = tk for some
k ∈ N. Then, let b ∈ ∆k+1 be arbitrary and define the Banach space

Bb
k+1 = {Gb(s) : [tk, b] → Rn|Gb(s) = G(s)|[tk ,b], G(s) ∈ B, ∥Gb(s)∥b = sup

s∈[tk ,b]
|G(s)|},

and the nonempty, closed and convex subsets set

Hb
k+1 ⊂ Bb

k+1 = {Gb(s) ∈ Bb
k+1|Gb(tk) = Z∗

Max(t)}.

As above, Bb
k+1 endowed with the metric function

db
k+1(Gb, Gb) = ∥Gb − Gb∥b = sup

s∈[tk ,b]
|G(s)− G(s)|

for any Gb(s), Gb(s) ∈ Hb
k+1 is a complete metric space.

Consider the system (11) for t = tk, s ∈ (tk, b] and introduce the initial condition:

Z(s) = Z∗
Max(t) for s ∈ [tk − h, tk]. (22)

In the same way that the estimations (18) and (19) are established, for arbitrary
Gb(s), Gb(s) ∈ Hb

k+1 we obtain that

∥TGb − TGb∥b ≤ sup
s∈[tk ,b]

(1 − ω(tk+1 − s))∥Gb − Gb∥b

≤ (1 − (tk+1 − b)qM−q(t))∥Gb − Gb∥b,
(23)

∥KGb − KGb∥b ≤ U1(b − tk)
qM

Γ(1 + qM)
∥Gb − Gb∥b, (24)

and from (23) and (24), we obtain that

∥RGb − RGb∥b ≤
(

U1(b − tk)
qM

Γ(1 + qM)
+
(

1 − (tk+1 − b)qM−qm
))

∥Gb − Gb∥b. (25)

We will choose b ∈ ∆k+1, such that

U1(b − tk)
qM

Γ(1 + qM)
+ 1 − (tk+1 − b)qM−qm

< 1. (26)

After elementary calculations, we obtain that (26) is equivalent to the following inequality

Ub
Γ(1 + qM)

<
(tk+1 − b)qM−qm

(b − tk)
qM , (27)

which is obviously fulfilled when b − tk is sufficiently small (note that if b1 > b2, then
Ub1 ≥ Ub2 , and since qM − qm > 0, (tk+1 − b1)

qM−qm ≥ (tk+1 − b2)
qM−qm

). Thus, choosing
b = b∗, for which the inequality (27) holds, we obtain that the operator R is a contraction
map and has a unique fixed point Gb∗(s) ∈ Hb∗

tk+1
, and hence we obtain a prolongation of

the maximal solution Z∗
Max(t), which is impossible. Then, we conclude that the interval of

existence of the maximal solution Z∗
Max(t) must be open from the right, i.e., [a, bMax).

Let us assume that bMax < ∞. Then, taking into account (11) and (12), we can conclude
that passing to the limit when s → bMax − 0, we obtain that system (10) is fulfilled for
s = bMax too, and hence we obtain a prolongation of the maximal solution Z∗

Max(t), which
contradicts our assumption that Z∗

Max(t) is the maximal solution of IP (11), (5). Thus, it
follows that bMax = ∞, which completes the proof of the theorem.
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4. Fundamental Matrices and Integral Representation

In this section, we will apply the results from the former to prove the existence and
uniqueness of the fundamental matrix of the studied homogeneous system (2), and then
using the fundamental matrices we will obtain integral representation of the solutions of
the systems (2) and (1).

Let s ∈ J be an arbitrary fixed point and denote Js = [a, ∞). Consider the matrix-
valued function t → N(t, s) = {nkj(t, s)}n

k,j=1, and let Nj(t, s) = col(n1j(t, s), . . . , nnj(t, s))
be its j-th column. From Theorems 2 and 3, it follows that N(t, s) for any j ∈ ⟨n⟩ is the
unique solution of IP (2), (3) for t ∈ J0

s = [s, ∞) and the initial function Φj(t, s) = I j when
t = s and Φj(t, s) = 0 for t < s. Thus, we call the matrix C(t, s) the fundamental ma-
trix (FM) of system (2). Analogically, let s ∈ [a − h, a] be an arbitrary fixed point and
consider the matrix-valued function t → M(t, s) = {mkj(t, s)}n

k,j=1 with its j-th column

Mj(t, s) = col(m1j(t, s), . . . , mnj(t, s)) for j ∈ ⟨n⟩. As above, by virtue of Theorems 2 and 3,
we have that Mj(t, s) for any j ∈ ⟨n⟩ is the unique solution of IP (2), (3) in the interval t ∈ J0

for the initial function Ψj(t, s) = I j when a − h ≤ s ≤ t ≤ a and Ψj(t, s) = 0 for t < s and
is called the extended fundamental matrix (EFM) of (2). It is clear that N(t, a) = M(t, a) if
and only if s = a.

Remark 3. Since the columns Nj(t, s) and Mj(t, s) satisfy system (9), where the differentiation is
of constant order, then according to Theorem 6 in [27], it follows that Nj(t, ·) ∈ AC(Js,Rn) for any
fixed s ∈ J0 and Nj(·, s) for any fixed t ∈ J0

s are continuous when s ̸= t, have the first kind jump
for s = t, and at the jump points both limits Nj(t, t − 0) and Nj(t, t + 0) exist inclusively when
s = t = a. Theorem 7 in [27] implies that for any fixed s ∈ [a − h, a], we have that Mj(t, ·) ∈
AC(J,Rn) for any fixed t ∈ [a − h, ∞) are continuous when s ̸= t has the first kind jump for s = t,
and at the jump points both limits Mj(t, t − 0) and Mj(t, t + 0) exist inclusively when s = t = a.

Let Φ ∈ PC∗ be arbitrary and define the function

XM(t) =
a∫

a−h

M(t, τ)dτΦ(τ), (28)

where Φ(t) ≡ Φ(t) for s ∈ (a − h, a] and Φ(a − h) = 0.

Theorem 4. Let the conditions of Theorem 2 hold.
Then, for an arbitrary Φ ∈ PC∗, the function XM(t) defined via (28) is the unique solution

of IP (2), (3) for t ∈ J0.

Proof. The proof uses the same ideas as in [24,25], but we will present it because of some
technical differences in the case of variable order differentiation. First, integrating by parts
the equality (28), we have

XM(t) =
a∫

a−h

M(t, τ)dτΦ(τ) = M(t, a)Φ(a)−
a∫

a−h

Φ(τ)dτM(t, τ). (29)

Then, from (29) (see [28], page 229, point 5) and the hypothesis (S), it follows that

Varτ∈[a−h,a]|M(t, ·)| < ∞
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and ∂τM(·, τ) ∈ BLloc
1 ([a − h, a],Rn). Thus, taking into account Lemma 1 and Remark 3

and applying the Fubini theorem for the left side of (2), we obtain that

(CD
q(t)
a XM)(t) =

1
Γ(1 − q(t))

t∫
a

(t − s)−q(t) d
ds

XM(s)ds

=
1

Γ(1 − q(t))

t∫
a

(t − s)−q(t) d
ds

 a∫
a−h

M(s, τ)dτΦ(τ)

ds

=
1

Γ(1 − q(t))

t∫
a

(t − s)−q(t)

 a∫
a−h

∂sM(s, τ)dτΦ(τ)

ds

=

a∫
a−h

 1
Γ(1 − q(t))

t∫
a

(t − s)−q(t)∂sM(s, τ)ds

dτΦ(τ)

=

a∫
a−h

(CD
q(t)
a M(t, τ))dτΦ(τ).

(30)

For the right side of (2), applying again the Fubini theorem, we have

0∫
−h

[dθU(t, θ)]X(t + θ) =

0∫
−h

[dθU(t, θ)]XM(t + θ)

=

0∫
−h

[dθU(t, θ)]

(∫ a

a−h
M(t + θ, τ)dτΦ(τ)

)

=
∫ a

a−h

 0∫
−h

[dθU(t, θ)]M(t + θ, τ)

dτΦ(τ)

(31)

and hence from (30) and (31), it follows that

a∫
a−h

CD
q(t)
a M(t, τ)−

0∫
−h

[dθU(t, θ)]M(t + θ, τ)

dτΦ(τ) = 0

which ultimately holds since M(t, τ) is the EFM for system (2).
We will establish that the function XM(t) defined via (28) satisfies the initial condition

(3). Indeed, let t ∈ [a − h, a] be arbitrary. Then, from (27), it follows that

XM(t) =

a∫
a−h

M(t, τ)dτΦ(τ) =

a∫
a−h

M(t, τ)dτΦ(τ) +

a∫
t

M(t, τ)dτΦ(τ)

=

a∫
a−h

IdτΦ(τ) +

a∫
t

Θ(t, τ)dτΦ(τ) = Φ(t)− Φ(a − h) = Φ(t).

and hence XM(t) is the unique solution of the IP (2), (3) for t ∈ J0.
Consider for an arbitrary function F(t) ∈ BLloc

1 (J,Rn), the auxiliary system for

(CD
q(t)
a T∗)(t) = F(t) and T∗(a) = F(a), (32)
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where T∗(t) = F(a) +
∫ t

a
T(η)dη and then by virtue of Theorems 2 and 3 IP (32), possesses

a unique solution.

Theorem 5. Let the conditions of Theorem 2 hold.
Then, for t ∈ J0, the function XT∗(t) defined via the equality

XT∗(t) =
∫ t

a
N(t, s)T∗(s)ds =

∫ t

a
P(t, s)ds (33)

is the unique solution of IP (1), (3) with the initial function Φ(t) ≡ 0.

Proof. Substituting the function XT∗(t) in the left side of system (1) and applying the
Fubini theorem for any t ∈ J0 and formula (2.1.40) in [20], we have

(CD
q(t)
a XT∗)(t) =

1
Γ(1 − q(t))

d
dt

t∫
a

(t − η)−q(t)XT∗(η)dη

=
1

Γ(1 − q(t))
d
dt

t∫
a

(t − η)−q(t)
(∫ η

a
P(t, s)ds

)
dη

=
1

Γ(1 − q(t))
d
dt

t∫
a

(∫ t

s
(t − η)−q(t)P(η, s)ds

)
dη

=
1

Γ(1 − q(t))
d
dt

t∫
a

(∫ t

s
(t − η)−q(t)P(η, s)dη

)
ds

=
1

Γ(1 − q(t))
d
dt

t∫
a

W(t, s)ds

=
1

Γ(1 − q(t))

t∫
a

∂tW(t, s)ds +
1

Γ(1 − q(t))
lim

s→t−0
W(t, s),

(34)

where W(t, s) =
∫ t

a
(t − η)−q(t)P(η, s)dη.

For the second addend in the right side of (34), we have

1
Γ(1 − q(t))

lim
s→t−0

W(t, s) =
1

Γ(1 − q(t))
lim

s→t−0

∫ t

a
(t − η)−q(t)P(η, s)dη

=
1

Γ(1 − q(t))

∫ t

a
(t − η)−q(t) lim

s→η−0
P(η, s)dη

=
1

Γ(1 − q(t))

∫ t

a
(t − η)−q(t) lim

s→η−0
N(η, s)T∗(s)dη

= (CD
q(t)
a T∗)(t)

(35)

and then from (34) and (35), it follows for t ∈ J0 that

(CD
q(t)
a XT∗)(t) =

∫ t

a
T∗(s)(CD

q(t)
a N(t, s))(t)ds + (CD

q(t)
a T∗)(t). (36)

Substituting the function XT∗(t) in the right side of system (1) and applying again the
Fubini theorem, we obtain for t ∈ J0 that
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0∫
−h

[dθU(t, θ)]X(t + θ) + F(t) =
0∫

−h

[dθU(t, θ)]XT∗(t + θ) + F(t)

=

0∫
−h

[dθU(t, θ)]

(∫ t+θ

a
N(t + θ, s)T∗(s)ds

)
+ F(t)

=

0∫
−h

[dθU(t, θ)]

(∫ t

a
N(t + θ, s)T∗(s)ds

)
+ F(t)

=

t∫
a

T∗(s)
(∫ 0

−h
[dθU(t, θ)]N(t + θ, s)

)
ds + F(t),

(37)

taking into account that since N(t, s) is the FM, then
∫ t+θ

t
N(t + θ, s)T∗(s)ds = 0. Then,

from (36) and (37), it follows that

∫ t

a
T∗(s)(CD

q(t)
a D(t, s))(t)ds + (CD

q(t)
a T∗)(t) =

t∫
a

T∗(s)
(∫ 0

−h
[dθU(t, θ)]N(t + θ, s)

)
ds + F(t),

the equality of which ultimately holds for t ∈ J0, since N(t, s) is the FM and T∗(t) is the
unique solution of IP (32).

Corollary 1. Let the conditions of Theorem 2 hold.
Then, for any Φ ∈ PC∗, IP (1), (3) possess a unique solution with the following integral

representation:

X(t) = XM(t) + XT∗(t) =
a∫

a−h

M(t, s)dsΦ(s) +
t∫

a

N(t, s)T∗(s)ds. (38)

Proof. The statement follows immediately from the superposition principle and Theorems 4
and 5.

Example 1. It is well known that in all applications, even in the cases with integer order derivatives,
the Lebesgue decomposition of the kernels with bounded variation does not include a singular term
(see [23]). Consider the following system

CD
q(t)
a+ X(t) = A(t)X(t − σ(t)) + B(t)

∫ 0

−h
θX(t + θ)dθ + F(t), (39)

where the kernel of system (39) has the form

U(t, θ) = Ust(t, θ) + Uac(t, θ) = A(t)H(θ + σ(t)) + B(t)
θ2

2
,

i.e., substituting U(t, θ) = A(t)H(θ + σ(t)) + B(t)
θ2

2
in (1), we will obtain system (39). It

is simple to check that if σ(t) ∈ C(J, [0, h]), A(t), B(t) ∈ BLloc
1 (J,Rn×n) and F ∈ BLloc

1 (J,Rn),
then all conditions of the hypothesis S hold. Thus, all conditions of Theorem 2 hold, and applying
Corollary 1, we obtain that for any Φ ∈ PC∗ IP (39), (3) has a unique solution XΦ(t), which
possesses the integral representation (38):

XΦ(t) = XM(t) + XT∗(t) =
a∫

a−h

M(t, s)dΦ(s) +
t∫

a

N(t, s)T∗(s)ds.
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where N(t, s), M(t, s) are the fundamental matrices of the corresponding homogeneous system of
(39) (i.e., F(t) ≡ 0), and T∗(s) is the unique solution of IP (32).

5. Conclusions and Comments

As already mentioned, the main obstacle in the study of fractional equations or systems
including a VO integral and/or differential fractional operator is that, in general (without
special additional conditions), the VO fractional differential operator is not left inverse
of the corresponding VO integral operator. So, generally speaking, it is not possible to
directly transform fractional equations or systems including a VO fractional operator into
an equivalent Volterra-type integral equation or system with eventually a low singularity,
which is the standard approach in the CO case.

As far as we know, VO delayed equations are studied for the existence and uniqueness
of the solution only in the partial cases when the VO of differentiation q(t) is either a step
function (with finitely many jumps of the first kind [18]) or a continuous function, mainly
via numerical methods [16]. These facts were the main reason for us to introduce another
approach which considers that the general case with VO of differentiation q(t) is a piecewise
continuous function. Our approach consists of finding an associated one-parameter family
of CO fractional systems which is “almost” equivalent to the VO system in the appropriate
sense and can replace the study of the initial problem (IP) for the VO fractional system
with the study of an IP for the one-parameter family of CO fractional systems. Using this
approach, we prove theorems for existence and uniqueness of a continuous solution of
the considered initial problem (IP) for a class linear systems with distributed delays and
VO fractional derivatives of Caputo type as well as concerning the prolongation of the
solutions on the half-axis.

In addition, we prove the existence and uniqueness of a fundamental matrix and
an extended fundamental matrix of the studied homogeneous system. The presence of
fundamental matrices allows us to establish integral representations of the solutions of the
studied IP.

Notably, the obtained integral representation as well as and the presence of fundamen-
tal matrices can be used as main tools in future research of the stability behaviors of the
studied systems.
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