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Abstract: The world’s expanding population presents a challenge through its rising demand for wood
products. This requirement contributes to increased production and, ultimately, the high-quality and
efficient utilization of basic materials. Detecting defects in wood elements, which are inevitable when
working with a natural material such as wood, is one of the difficulties associated with the issue
above. Even in modern times, people still identify wood defects by visually scrutinizing the sawn
surface and marking the defects. Industrial scanners equipped with software based on convolutional
neural networks (CNNs) allow for the rapid detection of defects and have the potential to accelerate
production and eradicate human subjectivity. This paper evaluates the suitability of defect recognition
software in industrial scanners against software specifically designed for this task within a research
project conducted using Adaptive Vision Studio, focusing on feature detection techniques. The
research revealed that the software installed as part of the industrial scanner is more effective for
analyzing knots (77.78% vs. 70.37%), sapwood (100% vs. 80%), and ambrosia wood (60% vs. 20%),
while the software derived from the project is more effective for analyzing cracks (70% vs. 65%),
ingrown bark (42.86% vs. 28.57%), and wood rays (81.82% vs. 27.27%).

Keywords: wood defect detection; oak wood; convolutional neural network (CNN); deep learning
(DL); feature detection

1. Introduction

Wood is a highly enduring construction material that has been utilized for millennia,
as indicated by archaeological evidence of dwellings constructed more than 10,000 years
ago, meaning wood played a key role as the principal resource for building materials. It is
commonly recognized as a naturally renewable, long-lasting, ecologically and economically
justifiable material, enabling its versatile application across multiple fields [1]. Further-
more, it exhibits heterogeneity, anisotropy, porosity, fibrous composition, and hygroscopic
properties. It is also distinguished by structural imperfections such as live and dead knots,
cracks, and discoloration. One of the primary objectives in the production process involves
identifying and removing defects that can impact the final product’s aesthetic, physical, and
mechanical properties. During production, competent personnel essentially employ visual
inspection techniques to remove natural defects [2,3], which are vulnerable to human error
and tend to be highly subjective, potentially impacting the general wood utilization rate. As
a result, improving the efficiency of utilizing wood is has now been recognized as an active
field of research in the scientific community in recent years [4,5]. Enhancing the efficiency
and accuracy of identifying wood defects on the wood surface has the potential to enhance
wood utilization effectiveness and promote more rational wood consumption [6–9]. Inte-
grated digital image processing techniques and artificial intelligence algorithms are widely
used for detecting and classifying wood knot defects [10]. Fixed feature extractors and
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categorizing recognition technology have gained significant popularity and widespread
utilization [11,12]. The technology consists mainly of computer vision technology, spectral
analysis technology, and numerous digital image processing techniques [13]. Significant im-
provements have been made in detecting wood defects over the past few years by merging
computer technology with detection and control principles [14].

Deep learning (DL) represents a significant advancement in machine learning within
the realm of computer vision. Utilizing DL, AI-driven assistants can assimilate informa-
tion from user-provided images, offering solutions for a variety of image analysis tasks.
Its primary advantage lies in its ability to tackle previously challenging tasks that were
problematic for rule-based algorithms. However, with the rise of deep learning, the em-
phasis has shifted towards data handling, ensuring the quality of image annotations, and
experimenting with various training parameters. These aspects now dominate much of
the time dedicated to application development. Deep learning typically involves two
primary stages: training and inference. During the training phase, a model is constructed
by examining features gleaned from training data. The inference stage entails deploying
this model to new images to execute machine vision tasks. Figure 1 shows the classic and
machine learning approaches, consisting of training and inference modes.
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Figure 1. Schematic illustration of the classic approach where the algorithm is designed manually
and the machine learning approach where a training set of labeled images is required [15].

Deep learning (DL) techniques encompass anomaly detection, feature detection
(segmentation), object classification, instance segmentation, point localization, and
character recognition [15].

Over recent years, deep learning (DL) has surfaced as a prevalent computational ap-
proach in machine learning (ML), demonstrating remarkable outcomes in various intricate
cognitive assignments, often comparable to or even surpassing human capabilities [16].
Derived from artificial neural networks (ANN), DL technology has garnered substantial
attention in computing for its capacity to efficiently handle large volumes of data. This
capacity to learn from extensive datasets is a notable advantage of deep learning [16]. In
2006, Hinton et al. [17] introduced the concept of “deep learning” (DL), which relied on the
utilization of artificial neural networks (ANNs). Subsequently, deep learning emerged as a
prominent subject, leading to a resurgence in the study of neural networks, thus giving rise



Appl. Syst. Innov. 2024, 7, 30 3 of 13

to the designation of “new generation neural networks”. The recent prominence of deep
learning technology in machine learning, artificial intelligence, data science, and analytics
is attributed to its capacity to acquire knowledge from available data. Deep learning (DL)
is often regarded as a component of both machine learning (ML) and artificial intelligence
(AI). As a result, DL can be viewed as an AI mechanism that mimics the data-processing
abilities of the human brain [16]. The algorithms used in deep learning benefit from the
augmentation of data generation, enhanced computing capabilities, and the expanding
availability of artificial intelligence (AI) as a service. Despite the presence of diverse, un-
organized, and interconnected data sources, deep learning empowers robots to address
complex problems effectively. The effectiveness of deep learning algorithms improves as
they acquire more knowledge and experience [18–21]. Convolutional neural networks
(CNNs), recurrent neural networks (RNNs), denoising autoencoders (DAEs), deep belief
networks (DBNs), and long short-term memory (LSTM) networks represent some of the
most commonly utilized deep learning techniques, enjoying considerable popularity and
extensive adoption. This section provides a comprehensive overview of each method,
including a detailed description and an exploration of significant applications [22]. The
convolutional neural network (CNN) is well recognized as a prominent framework within
the deep learning (DL) field, mainly employed for image processing tasks. The architecture
consists of three distinct layers, each incorporating various convolutional, pooling, and fully
connected layers [22]. The most common convolutional neural network (CNN) designs are
ZFNet [23], GoogLeNet [24], VGGNet [25], AlexNet [26], and ResNet [27].

A convolutional neural network (CNN) is an approach that employs an artificial neural
network featuring a trainable architecture comprised of numerous layers [28] (Figure 2).
Convolutional neural networks (CNNs) offer numerous benefits when applied to image
processing tasks [15]; the integration of feature extraction and classification inside a sin-
gle network structure allows for synchronized training, resulting in an entirely adaptable
method. As the image size increases, the extraction of deep feature information is improved.
The unique network topology of the system exhibits robust adaptability to various local
deformations, image rotations, image translations, and other alterations present in the input
image. In the present investigation, the representation of wood was subjected to convolu-
tion while simultaneously examining the characteristics of defects. He et al. [29] utilized a
mixed, fully convolutional neural network (Mix-FCN) for the automatic detection and cate-
gorization of wood flaws using photographs of wood surfaces. Nevertheless, the utilization
of computer resources by the Mix-FCN algorithm was excessive for all wood specimens,
irrespective of the fact that a significant proportion of these specimens were defect-free,
resulting in time inefficiency. The approach suggested by Park et al. [30] involved utilizing
a convolutional neural network (CNN) for the automated visual inspection of defects on
wood product surfaces. Although this algorithm has shown effectiveness in detecting wood
defects, it has yet to be implemented in practical applications. Urbonas et al. [31] employed
a pre-trained ResNet152 neural network model in combination with the faster R-CNN
to identify surface flaws on wood panels. The researchers reported a high accuracy rate
of 96.1%. Nevertheless, this approach solely produces a container that encompasses the
wood imperfections rather than the actual flaws’ shapes, compromising the fault incision’s
accuracy. Jung et al. [32] employed three separate convolutional neural network (CNN)
architectures to classify images of standard wood as well as four different types of defect
images. Upon conducting a comparison of the performance of three convolutional neural
network (CNN) models, it was noted that the deep CNN demonstrated a significantly high
classification accuracy of 99.8% specifically in defect detection. Nonetheless, it is essential
to acknowledge that the enlarged network depth led to decreased computational efficiency.
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Figure 2. A simple CNN architecture [33].

The aim of this study was to perform a comparative analysis of the detection and
identification of six different defects observed on oak wood, such as wood ray, ambrosia
wood, sapwood, ingrown bark, knots, and cracks, using two different software systems.

2. Materials and Methods
2.1. Material and Observed Defects

Lamellae manufactured from oak wood were prepared for the study, with dimensions
of 700 × 100 × 2 mm (length × width × thickness). The study was conducted on a total
of forty lamellae, all of which exhibited at least one of the six defects that were previously
identified. The overall database has around 800 pictures, and it is wholly partitioned into
clusters of defects intended for analysis and for the comparison of the performance of the
two defect detection software. Thirty specimens were purposefully chosen to facilitate
a comparative analysis of the software’s performance and its ability to produce accurate
outcomes. This approach created a realistic manufacturing scenario, acknowledging that
not all defects are uniformly prevalent throughout all saws or lamellae. The number of
specimens on which a specific defect was found is presented in Table 1 (data in the table
are based on visual assessment).

Table 1. Six different wood defects and their occurrence on specimens.

Wood Defects Testing
Specimens

Wood ray 11
Ambrosia wood 5

Sapwood 5
Ingrown bark 7

Knots 27
Crack 20

Wood rays refer to the part of the rays in the inner side of the cambium, the secondary
xylem part (they appear on the elements of the radial texture, i.e., radially sawn timber).
The mentioned elements are easily recognized as places of greater brightness or mirroring
of the surface of the strips. On oak, the defect in the wood rays manifests itself as a
wide and bright line, which is much brighter than the rest of the longitudinal tissue. It is
important to note that wood rays are a stunning aesthetic feature of oak, but the problem
arises when they appear on the veneer when glue penetration occurs during the veneering
process. Ambrosia wood has a variety of tiny larval pathways, varying in color from
gray to black, which can be found in the wood’s bark, core, sapwood, and heartwood.
Occasionally, these hidden pathways stand out by their visual qualities, while they provide
significant technological difficulties at other times. The dark color observed in the larval
pathways can be attributed to the presence of mycelium from symbiotic fungi. Under
favorable conditions, the mycelia of these fungi can extend into the surrounding wood,
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significantly altering its color to a bright blue. Sapwood is mainly the part of wood that
consists of the outer layers closer to the bark. In most cases, it is lighter than the pith,
and in a living tree, it contains living cells, reserves substances, and conducts water. In
contrast to sapwood, heartwood, consisting of extractives, exhibits greater dryness, weight,
and hardness, along with a reduced fiber saturation point and lower hygroscopicity [34].
Moreover, the differentiation between sapwood and heartwood can be entirely attributed
to differences in their chemical composition [35]. In addition to what has been previously
stated, sapwood was eliminated as a defect since it is less resistant to biological decay.
Ingrown bark is a defect that occurs when the wood wholly or partially covers the bark and
can be superficial if it only appears on one side of the sawn wood or penetrating if it occurs
on both sides. A knot marks a part of a branch that has grown into the trunk and represents
a defect that inevitably appears divided according to origin, fusion, growth, size, shape,
degree of health, and consistency. A crack is a line of separation of consistent material in
the longitudinal direction, and it may appear on the saw’s face, surface, or internals. Their
presence significantly decreases the material utilization rate. Figure 3 provides pictures of
each of the mentioned defects.
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2.2. Software 1

The introduction states that the first software solution comes with the Weinig Com-
biScan Evo R (LuxScan, Weinig group, Luxembourg, Foetz) industrial scanner (Figure 4).
During production, the sawn surface is recorded while moving on both software in a
wood-processing company (overlapping and combining multiple images into one com-
bined photo). The first scanner has a maximum field of view of 600 mm and two mounted
cameras (on the upper and lower sides of the sawn surfaces), while the second scanner has
a maximum field of view of 300 mm and four cameras that encircle the entire sawn surface.
Both cameras feature a 300 mm distance and 12 MP resolution. A second scanner was used
for comparison.
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During this phase of lamellae scanning, no specific preparation was conducted. The
lamellae underwent scanning, after which the data and photos capturing identified defects
were captured and stored.

2.3. Software 2

The first step of developing software solutions was laboratory imaging. After labora-
tory imaging (Figure 5), the photos were stored in a database, which made them available
for software recognition. This database was used for training and comparison with software
solution 1. The shooting conditions involved capturing images with a 12 MP camera (the
same as on the Weinig industrial scanner) positioned with 315 mm between the surface
and the camera lens. The illumination for this setup was provided by a 10 W light source,
emitting 800 lumens at a color temperature of 4500 K. The camera was positioned at a 45◦

angle on each side for optimal image capture.
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Adaptive Vision Studio is a visual programming platform that employs dataflow-
based technology tailored for machine vision applications. It serves as a tool for crafting
software solutions capable of generating both standard and tailored algorithms for indus-
trial vision systems. With its comprehensive library of finely tuned image analysis filters,
users can design personalized graphical user interfaces (HMI). In essence, it provides a
holistic approach to software development for industrial vision systems. In the realm of
software development, the construction of effective solutions mandates the utilization of
a feature detection (segmentation) model. This model is designed to discern pixel-wise
regions indicative of defects or various other features present within images. For example,
this algorithm is capable of identifying thoroughfares within satellite imagery or discerning
distinct surface patterns characteristic of particular objects. This procedure is commonly
denoted as pixel labeling, as it assigns a categorical label to each pixel, albeit without
distinguishing individual object instances. Preprepared images were introduced into the
program’s editor as input image types (inImage). Notably, the supported pixel formats
for input images are restricted to 1 × uint8 and 3 × uint8. Each distinguishing feature



Appl. Syst. Innov. 2024, 7, 30 7 of 13

was annotated across all training images, or alternatively, the region of interest (ROI) was
delimited to encompass solely annotated anomalies. Inadequately or inconsistently an-
notated features constitute a primary cause of diminished accuracy. Unmarked features
serve as negative samples, introducing complexity into the training process. To accom-
modate potential variation, specific features were annotated with a degree of leniency,
aiming to encompass a surplus margin and capture as many errors as feasible. The feature
detection mechanism operates as an end-to-end segmentation tool, exhibiting optimal
performance when scrutinizing images within a moderately sized square window; hence,
a patch size of 96 pixels was implemented. The software promptly returns a catalog of
detected anomalies within a mere 2–3 s, allowing for comprehensive inspection of identified
defects and evaluation of the software’s efficacy. Both programs are based on the detection
of color differences.

3. Results and Discussion

Table 2 displays the results of the defect detection. Green cells labelled with + signs
indicate that the defect has been precisely identified. Red cells labelled D − indicate that
the software detected a defect that does not exist, whereas red labelled ND − means the
software failed to identify an existing defect.

Table 2. Results of defect detection on the wood surface.

Sample

Software 1

Defects

Crack Knot Sapwood Ingrown bark Ambrosia wood Wood ray
1 + + ND −
2
3 + +
4 + + D −
5 + D −
6 ND − +
7 + +
8 + ND − + ND −
9 + +

10 ND − ND −
11 ND −
12 ND − ND −
13 +
14 + +
15 ND − ND −
16 ND − ND −
17 ND − ND −
18 +
19 + ND −
20 ND − ND − +
21 + +
22 D − +
23 + +
24 ND − + ND −
25 ND −
26 + + ND −
27 + + ND −
28 ND −
29 +
30 ND − ND −
31 +
32 + ND −
33 + +
34 + +
35 +
36 +
37 + +
38 + +
39 + + ND −
40 + +
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Table 2. Cont.

Sample
Software 2

Defects

Crack Knot Sapwood Ingrown bark Ambrosia wood Wood ray
1 + + +
2
3 + +
4 ND − +
5 +
6 D − ND − ND −
7 ND − ND −
8 + + ND − +
9 ND − ND −

10 ND − ND −
11 +
12 + ND −
13 +
14 + +
15 + +
16 ND − ND −
17 ND − +
18 ND −
19 + +
20 ND − + +
21 + +
22 +
23 + ND −
24 ND − + +
25 +
26 + + +
27 + + ND −
28 ND −
29 ND −
30 + +
31 +
32 + ND −
33 + +
34 + +
35 +
36 +
37 + +
38 + +
39 + + ND −
40 ND − +

The percentages of successful software defect detection are given in Table 3. Detected
defects that did not exist (D −) but were still determined by software were not included in
the percentage calculation. Those errors can be explained by the software identifying the
color difference (early and late wood) as a defect.

Table 3. Software defect detection percentage of all selected defects.

Percentage of Detection [%]

Crack Knots Sapwood Ingrown Bark Ambrosia Wood Wood Ray

Software 1 65.00 77.78 100.00 28.57 60.00 27.27
Software 2 75.00 70.37 80.00 42.86 20.00 81.82

Regarding crack detection, both software have identical levels of recognition (65%
vs. 75%), with software 1 being slightly better. A study [36] that utilized the classification
and regression tree approach (CART) found the final recognition rate of cracks and pin-
holes to be up to 96.3%. The study, which explores the application of vibrothermography
in detecting cracks in parquet lamellae [37], achieved an accuracy of 80% by utilizing
completed local binary pattern histograms to capture the texture image and employing
background suppression and thresholding techniques for crack segmentation. In an alter-
native approach, researchers have developed an identification algorithm that employs the
local binary pattern (LBP) and a local binary differential excitation pattern on birch veneer.
This method effectively detects cracks and mineral line defects [38]. The study’s findings
indicate that the algorithm improves capability in detecting cracks and mineral lines, as
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evidenced by a precision rate of 0.943. Overall, the percentage of defect detection with both
software was relatively low. The percentage of knot detection was also only slightly higher
with software 2 (77.78% vs. 70.37%). Under this appellation, all knots, regardless of health,
size, or shape, are included. In a study conducted in 2020 [39], machine learning techniques
were employed to classify knots and cracks in oak, spruce, and TMT spruce-sawn timber
within the wood industry. The findings indicated that a support vector machine (SVM)
attained a defect identification accuracy of 75.8%. Furthermore, the k-nearest neighbors
(k-NN) algorithm and the decision tree approach achieved accuracies of 74.2% and 71.9%,
respectively. The previously mentioned analysis [36] showed that the level of recognition of
knots (sound and dead) is, on average, about 90% for the wood species Xyloma congestum.
The majority of researchers focused on knots, as they are the most commonly encountered
defect in timber, influencing both the structural integrity of the wood and the overall quality
of the final product [39]. Additional improvements could be attained comparing the results
obtained with the researched software. According to a study conducted in 2010 [40], sound
and pin knots generally do not significantly influence the mechanical properties of wood in
most applications.

On the other hand, dead knots and knot holes appear to have the opposite effect. The
sapwood defect is the only defect successfully detected in 100% of cases with software 1 and
80% with software 2. Such a high level of defect recognition is attributed to the significantly
different color of the sapwood from the surrounding wood, so the color difference is
significant and easily detected. Both software detected the ingrown bark defect very rarely
(28.57% vs. 42.86% in favor of software 2), which is an interesting fact considering that it is
easily detected. Ambrosia wood manifests as a tiny defect (dark spots), recognized in only
20% of cases with software 2 and 60% with software 1. Such low detection percentages
can be attributed to the software processing photos taken with a 12 MP camera, which
may need to provide more sharpness for such small-size defects. The most significant
difference between the software was obtained with wood ray (81.82% vs. 27.27% in favor
of software 2). The wood ray is shown as a light line, which is shown to be significantly
well detected by software 2. Suppose all defects are considered, and the mean value of
the successful recognition of all defects is taken. In that case, the first software achieved a
detection rate of 59.77% and the second a detection rate of 61.68%, which means that the
overall success of defect recognition is slightly better with software 2. According to Cao
et al. [41], humans typically reach a reliability of around 70% in wood inspections and are
prone to errors due to eye fatigue being a significant aspect of the examination process.

The following figures (Figures 6–11) will visually display and compare the results of
several individual specimens. The Software 1 detection results are on the left, while those
of software 2 are on the right. The left and right images represent an identical specimen;
the only difference is in the software used.
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In specimen 34, both software accurately identified the cracks and wood rays. How-
ever, software 2 outperformed with a greater percentage of wood ray recognition.

In specimen 37, both software identified defects identically. Software 1 found a few
additional knots in the lower left corner despite this.

Similar to specimen 37, software 1 better recognizes the small knot in specimen 38,
while everything else is recognized equally. Both software achieve great recognition results.

It is observed in specimen 7 that software 1 is able to detect ambrosia wood, whereas
software 2 fails to detect it completely. Table 2 shows that software 1 is generally better at
detecting ambrosia wood.

In specimen 8, both software were able to detect the crack accurately. However,
software 1 failed to detect knots and wood rays but successfully detected ingrown bark. On
the other hand, software 2 successfully detected knots and wood rays but failed to detect
ingrown bark.

In specimen 17, both software failed to detect the knot. However, software 2 detected
wood rays, while software 1 failed and generally demonstrates a low detection of wood
rays (27.27%).

4. Conclusions

This research aimed to compare the detection of defects that appear on oak (cracks,
knots, sapwood, ambrosia wood, and wood rays) by using software that was installed as a



Appl. Syst. Innov. 2024, 7, 30 11 of 13

part of the industrial scanner for the company and a software that was developed within
the research project. Knots, sapwood, and ambrosia wood are defects better detected with
the software installed in the industrial scanner. In contrast, cracks, ingrown bark, and
wood rays are defects better detected with the software developed within the project. It is
important to emphasize that all the differences are more or less slight, but the industrial
scanner very poorly detects ingrown bark and wood ray. This result shows that the software
installed in the industrial scanner will have to be improved by the manufacturer so that
elements containing defects are not improperly classified. To maximize wood processing,
accurate wood defect detection is essential. This software solution could serve a critical
role, starting from the initial phases of the sawmill processing of logs into sawn boards, to
the control check for building wood beams, to the classification of wood flooring boards
into different classes, etc.

For subsequent research, it is imperative to ensure an equal representation of defects of
each type, given the substantial variation in defect counts across the 40 analyzed specimens
(knots were identified in 27 specimens, while sapwoods were only identified in 5). This
approach, which involved testing 40 specimens as part of an actual situation, meant
that an equal number of defects could not be achieved on a certain number of elements.
The software solution developed as part of the project expects further upgrades and
improvements, i.e., training with additional wood specimens. In summary, there are still
many opportunities for growth and solutions to be found.
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