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Abstract: Sports climbing has grown as a competitive sport over the last decades. This has leading
to an increasing interest in guaranteeing the safety of the climber. In particular, operational errors,
caused by the belayer, are one of the major issues leading to severe injuries. The objective of this
study is to analyze and predict the severity of a pendulum fall based on the movement information
from the belayer alone. Therefore, the impact force served as a reference. It was extracted using an
Inertial Measurement Unit (IMU) on the climber. Additionally, another IMU was attached to the
belayer, from which several hand-crafted features were explored. As this led to a high dimensional
feature space, dimension reduction techniques were required to improve the performance. We were
able to predict the impact force with a median error of about 4.96%. Pre-defined windows as well as
the applied feature dimension reduction techniques allowed for a meaningful interpretation of the
results. The belayer was able to reduce the impact force, which is acting onto the climber, by over
30%. So, a monitoring system in a training center could improve the skills of a belayer and hence
alleviate the severity of the injuries.
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1. Introduction

The popularity of sports climbing has increased over the years. It even had it’s debut at
the Olympic Games in 2021. Together with its popularity, the amount of injuries increased
as well. Several studies exist that show the risk factor of climbing [1–3]. Schöffl et al. [3],
for example performed a study analyzing the type and cause of the incident in one specific
indoor climbing gym over the span of five years. They found out that in about 33% of the
cases, a mistake was made while belaying. Another study by the German Alpine Club
(DAV) in 2019 revealed that 25% of the accidents appeared whilst lowering the climber [4].
The same study identified wall impacts as the second most frequent accident outcome,
with a rate of about 27%. This highlights the necessity of providing a feedback system for
the belayer.

One way to achieve this is by utilizing automatic monitoring devices. However, most
previous studies focused on survey systems for the climber alone. Among others they
relied on video based [5,6] or sensor driven [7–10] systems. The latter ones can also be
differentiated between wrist or ear worn systems or even systems integrated into the
harness of the climber [11].

In the study performed by Boulanger et al. [9], they attached several Inertial Measure-
ment Units (IMUs) on the body of the climber to detect limb and pelvic activities. However,
they did not account for the identification of fall situations. Studies involving fall situations
were performed by Bonfitto et al. [11] and Tonoli et al. [12]. For this task, they integrated
an accelerometer into the harness of the climber. As the latter one relied on a Kalman
filter-based method, Bonfitto et al. used a neural network to identify falls. For the neural
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network approach, 30 features from 10 s time windows were extracted. They were able to
classify each fall correctly.

Another study, performed by Munz et al. [13] integrated the belayer into the moni-
toring process as well. With the help of IMUs, they examined the influence of the type of
belaying towards the occuring impact force in a fall.

A comparable study regarding the test setup was perfomed by [13]. They also recorded
several fall scenarios using a sandbag as a replacement for the climber. In our study, we
utilized a machine learning pipeline to predict the impact force in such situations. The
novelty is the idea of relying only on the movement information from the belayer in order
to predict the impact force, without any information gathered from the climber, avoiding
the need to place sensors on the climber. Based on this information, the belayer can be
trained to decrease the risk of injuries and increase the awareness of the belayer in climbing
fall situations. With our test setup we were aiming to recreate a climber’s fall in the most
reproducible and natural way possible. Configurations were chosen to represent falls from
an overhang section in sports climbing, leading to pendulum falls.

In the context of this study, we

• analyzed the precision of the prediction of the impact force in pendulum falls based
on the movement information from the belayer alone,

• analyzed the influence of the type of belaying using the impact force as scale,
• investigated several feature reduction techniques regarding significant improvements

of the prediction and
• analyzed the interpretation of the chosen feature subspace based on the pre-defined windows.

2. Data Collection

This section describes the procedure of our approach of conducting a pendulum fall
in sports climbing and the necessities for recording them to retrieve a meaningful dataset
including label information.

2.1. Experimental Design

The setup as shown in Figure 1 is built around a sandbag and a belayer with identical
weight of about 65 kg. Here, a sandbag served as a substitute for the climber. This
guaranteed his physical integrity. In order to gather the relevant data from the falls, we
were relying on three Shimmer3 IMU devices [14,15]. They allowed us to record data from
both, an accelerometer and a gyroscope, in a time-synchronized way. One of the devices is
positioned on the chest of the belayer and the other one onto the bottom of the sandbag,
compare to Figure 2.

In order to catch all the falls of the climber, the belayer operated with the belay
device Eddy from the Edelrid company. It is a semi-automatic device to assist the belayer
throughout climbing sequences by blocking the rope movement in a fall situation. The rope
itself was running through the device, a carabiner and an anchor, to finally be connected
to the sandbag. Additionally, the sandbag was fixated on the ceiling by a safety rope.
This assured no unexpected ground contact. It also allowed us to re-position the sandbag
for the next fall. For analyzing different fall situations, the fall potential and deflection
of the climber were adjusted. Fall potential represents the vertical distance between the
last clipped quickdraw and the climbers tie-in loops on his harness. In comparison, the
horizontal distance is defined by the deflection. Finally, the distance of the belayer to
the wall, the height of the mounted quickdraw and anchor were set to fixed values. For
releasing the sandbag, a manual and mechanical mechanism was attached on top of it.

The execution of each fall can be separated in several steps. The fastest one was the fall
itself, which took just two to three seconds; see Figure 3 for representative situations before
and after a fall. As the climber was falling into the rope (dotted line), the belayer is beeing
pulled towards the wall and carabiner. In the course of this fall situation, the belayer had
two options, either belaying actively or passively. A dynamic movement behavior reducing
the impact force throughout a fall is called active belaying. If, on the other side, the belayer
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was standing passively by, it is referenced as passive belaying. After the fall, the belayer
could lower himself to the ground, the bolt of the release mechanism was locked back in
and the sandbag pulled up again. Finally, the elasticity of the rope enforced a relaxation
time of at least three minutes.

Sandbag

Belayer

Quickdraw

Anchor

Safety rope
with release mechanism

3
.5

 m

6
.5

 m
1.0 m

Deflection

Fall
potential

(a) (b)

Figure 1. (a): Overview of the experimental setup describing the scene. (b): Overview of the
adjustable (blue) and fix (orange) configurations.

IMU

Belayer Sandbag

Figure 2. Positioning of the IMU sensors on both climber and belayer.

(a) (b)

Figure 3. Graphical representation of the events throughout a fall. (a): Initial positions of climber
and belayer. (b): Situation after the fall.
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2.2. Experimental Configurations

We explored several configurations to allow for a meaningful interpretation of the
results. They include three different deflection and two potential fall variants. Yet, the
amount of repetitions per configuration were kept at a minimum, as conducting one trial
required at least seven to eight minutes of time, including the relaxation time of the rope.
Each trial was conducted at least three times and repeated while belaying actively and
passively. All configuration constellations are represented by Table 1. Overall, 50 trials
were executed, leading to 5.12 h of recording.

Table 1. Configurations of the trials per type of belaying.

Active and Passive Type of Belaying

Setup 1 Setup 2 Setup 3 Setup 4 Setup 5 Setup 6

Deflection Value 0.50 m 1.00 m 1.50 m 0.50 m 1.00 m 1.50 m
Fall Potential 0.75 m 0.75 m 0.75 m 1.50 m 1.50 m 1.50 m

3. Signal Processing

This section provides the pre-processing steps of the raw data from the IMUs. The
sensors are able to record accelerations and angular velocities measured in a three dimen-
sional euclidean coordinate system. Leading to three axis per sensor, namely X, Y and Z.
All sensors were recording with a sampling rate of 220 Hz. For the gyroscope we used
a sensitivity scale factor of 16.4 LSB

◦/s per bit and a range of ±2000 ◦/s. Respectively the
accelerometer was configured with a resolution of 2048 LSB

g in the range of ±16 g. For
the calibration of the IMUs, we were relying on the standard procedure as defined by
Shimmer [16] and Ferraris et al. [17].

3.1. Signal Extraction

The whole recordings were stored in one file per IMU and each IMU was synchronized
via Bluetooth by a master. Those single files lead to the necessity of extracting the fall
sequences from the rest of the non-climb typical movements. Therefore, the free fall of the
sandbag served as indication. Its resulting acceleration ares (Equation (1)) is dropping to
almost zero throughout this situation. This behaviour can be seen in Figure 4. It visualizes
the resulting accelerations recorded throughout one fall whilst actively belaying:

ares =
√

a2
x + a2

y + a2
z (1)

We used a threshold of 2 m
s2 to identify the free falls of the climber. Afterwards, the

sequences were cut to the desired length. The starting point marks the time of releasing
the sandbag. It lead to a maximum slightly higher than the gravitational acceleration and
could, therefore, be easily identified in the recordings. After the free fall of the climber, the
resulting acceleration increases until a maximum is reached. This marks the end point of
our fall sequence and is also referenced as impact force.

The belayer signals of the cutted sequences then served as input to the machine
learning pipeline. As their variation within each channel was too big compared to the
amount of recorded falls, we solely relied on the resulting acceleration.
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Figure 4. Resulting accelerations of belayer and climber throughout a fall sequence while actively
belaying. The sequences were filtered as described in Section 3.2. Additionally marked times represent
starting point (grey) and endpoint (orange) of the cutted sequence. The endpoint marks the time
when the impact force occurs.

3.2. Signal Filtering

In order to remove the high frequency noise in the belayer signals, a low pass butter-
worth filter of fourth order and a cut-off frequency of 50 Hz was applied to the accelerometer
signals. The local coordinate system of the IMU was rotated into a global one relying on the
Madgwick AHRS algorithm [13]. This allowed us to remove the gravitational component
from the filtered signal. To remove the high frequency noise within the climber’s signal, a
lowpass filter of 20th order with a cut-off frequency of 30 Hz was applied.

3.3. Signal Windowing

Windowing the sequences allowed us to further examine several areas of interest
within the falls. We chose three equally dimensioned windows accounting for the time
of the climbers free fall, the action of the belayer and the fall of the climber into the rope.
These windows were specifically chosen to investigate their importance concerning the
prediction of the impact force. We have not allowed any overlap of those windows to
guarantee their separate evaluation.

4. Feature Engineering

Features were manually extracted from the pre-processed signals for each of the three
windows. They can be further divided in time and frequency domain as well as coefficients
from an Autoregressive model (AR) and the compressed signal of a Discrete Wavelet
Transformation (DWT). Overall, we have 143 features:

• 24 features from the time domain
• 46 features from the frequency domain
• 46 features using a discrete wavelet transform
• 27 features using the coefficients from an autoregressive model

4.1. Time Domain Features

In total, ten features belong to the time domain.

1. Standard deviation absolute value of the distance between adjacent samples (DASDV),
as utilized by [18]. It describes the average gradient within the sequence.

DASDV =

√√√√ 1
N − 1

N−1

∑
i=1

(xi+1 − xi)2, (2)

where N is the amount of samples and xi with i = 1, ..., N the value of sample i within
the time series.
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2. The Mean absolute value (MAV), as, among others, utilized by Sarcevic et al. [19].
They applied this feature in combination with an IMU for classification.

MAV =
1
N

N−1

∑
i=0
‖xi‖. (3)

3. Sample entropy (SE) [20] as a measure for the complexity of the sequence. It is the
negative of the logarithm of the relation between two template vectors A and B.

SE = − log
A
B

(4)

The template vectors can be defined as:

A =
N−m

∑
i=1

N−m

∑
j=1,j 6=i

d[xm+1(j)− xm+1(i)] < r

B =
N−m

∑
i=1

N−m

∑
j=1,j 6=i

d[xm(j)− xm(i)] < r

with d[xm(j)− xm(i)] = maxk=1,...,m(|u(i + k− 1)− u(j + k− 1)|) being a distance mea-
sure between the sequences x(i) = u(i), ..., u(i + m− 1) and x(j) = u(j), ..., u(j + m− 1).
The parameter r is the maximum allowed distance and m equals the partial sequence
length. In our case, we used a threshold of a fifth of the standard deviation within the
window sequence for r and m = 2.

4. Waveform length (WL) [21] measures the average over the absolute distance between
two adjascent samples, with:

WL =
1

N − 1

N−1

∑
i=1
|xi − xi−1|. (5)

To the best of our knowledge, this feature in combination with an IMU was first used
by Sarcevic et al. [19] for a movement classification task.

5. Root mean square (RMS) value as used by [22] as a feature for a classification task with
an IMU, represents the root over the average squared value within the time series.

RMS =

√√√√ 1
N

N−1

∑
i=0

x2
i (6)

6. Energy (E) of the windowed time signal [23].

E =
N−1

∑
i=0
|x2

i | (7)

7. The hjorth parameter [24], namely activity (HA), mobility (HM) and complexity
(HC), allow for a more complex representation of the time signal. The hjorth activity
corresponds to the variance of the signal, whereas the mobility is a representation for
a proportion of the standard deviation of the power spectrum.

HA = var(X) with X = x0, x1, ..., xN−1 (8)

HM =

√
var( dX

dt )

var(X)
(9)
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The complexity represents the frequency change within the signal and can be calcu-
lated as follows:

HC =
HM( dX

dt )

HM(X)
(10)

4.2. Frequency Domain Features

To each of the windowed signals, a discrete Fourier transformation was applied. There-
fore, we used a hanning window of 40 and shifted the window by one. Throughout the first
three frequency bands, the mean, standard deviation and maximum values were extracted
as features. Additionally, three more features from the frequency domain were extracted,
the spectral flux, spectral roll-off and spectral centroid. To the best of our knowledge, they
were first used by Scheirer et al. [25] in the domain of speech/audio analysis.

1. From the spectral flux (SF) we used the mean and standard deviation. It is a measure-
ment on how fast the power spectrum between two adjacent windows changes and is
often used in audio tasks, as Jensen et al. did in [26].

SF =
1
M

√√√√M−1

∑
j=1

(oj − oj−1)2, (11)

whereas M is the total amount of observations and oj j = 0, ..., o− 1 the jth observation
in the frequency domain.

2. The mean and the standard deviation of the spectral roll-off (SR). This feature repre-
sents the frequency at which a pre-specified percentage (κ = 85 %) of the total spectral
energy lies and is often used in the audio context, as in the work by Scheirer et al. [25].
We first calculated the fraction of the total spectral energy (FTS) for each observation.

FTSj =
∑

j
l=0 fl

∑L−1
l=0 fl

with L being the total amount of frequencies within the spectrogram, fl the lth
frequency and j the current index of the observation of the spectrogram. Finally, the
spectral roll-off is given by:

SR = arg max
FTSj≥κ

(FTSj). (12)

3. The spectral centroid (SC) describes the center of gravity of the spectrum [27]. We
used the maximum center of gravity value over all observations within the given
observation.

SC =
∑F−1

i=0 i · fi

‖S‖ (13)

with S as the norm of the spectrogram, fi the ith frequency and F the maximal
frequency according to the Nyquist theorem.

4.3. Discrete Wavelet Transform

From the Discrete Wavelet Transform we used the detailed coefficients of the de-
composed time signal x(t) as features. After looking into several wavelets, the Haar
wavelet returned the most promising results. Therefore, we relied on this wavelet as the
mother wavelet.

Wavelets were initially designed for the analyzation of non-stationary signals [28],
and are now also utilized as features in a classification task [29].

The decomposition of the initial signal is a multi step process. Throughout each step,
the signal passes a band-pass-filter and returns two coefficients, namely approximation and
detailed. After each step, the time resolution of the signal is cut in half, while the frequency
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resolution is doubled [30]. In our case, we utilized the detailed coefficients, obtained after
five steps. It results in a sufficiently short time decomposition of the signal to not fill the
feature space unnecessarily whilst maintaining the characteristics of the signal. Yet, due
to the differing signal lengths we received a different amount of coefficients. This was
compensated by interpolating them to finally obtain 14 features per window.

4.4. Coefficients from an Autoregressive Model

Following an Autoregressive model [31]

xn(p) = −
p

∑
i=1

aixn−1 + εn (14)

with xn being the nth sample of the time signal, p the order of the autoregressive model, ai
the ith coefficient and εn some white noise, we applied a conditional maximal likelihood
estimator to get the coefficients [32]. As features, we used the coefficients of a model of
10th order.

4.5. The Impact Force as Label

In this study, we tried to predict the impact force. This would serve as an indicator
for the severity of a climber’s fall. It is defined as the maximum force acting onto the
climber during the stop of the fall by the rope. Still, higher forces can occur if the climber is
hitting the surrounding wall or climbing grips. By the nature of the experimental setup,
the sandbag was able to hit the wall. In the calculation of the impact force, those thereby
occurring forces were neglected in the calculation.

An overview of the measured impact forces per configuration is depicted in Figure 5.
The graph shows the influence of the type of belaying. Active belaying decreased the force
in all situations. Yet, the greater the deflection, the less effective the proposition. Similarly, a
higher fall potential lead to a higher impact force. In contrast to that, the deflection had less
influence on the target value. Table 2 summarizes the average and standard deviations per
configuration. Except for one case, the standard deviation increased with active belaying,
while the impact force decreased. This speaks for higher movement variations within this
type of belaying.

Figure 5. Average and standard deviation of the impact force per configuration with varying
deflection (def) and fall potential (pot) and the belay types.
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Table 2. Average and standard deviation of the impact force per fall configuration, further divided by the type of belaying.

Passive Belaying Active Belaying

Setup
Configuration

Fall Potential
[m]

Deflection
[m]

Average
[N]

Standard
Deviation [N]

Average
[N]

Standard
Deviation [N]

C1 0.75 0.5 3084.96 43.23 2041.27 48.25
C2 1.50 0.5 3821.22 61.27 2614.07 68.76
C3 0.75 1.0 3069.50 133.91 2056.75 162.94
C4 1.50 1.0 3665.44 136.52 2595.60 91.23
C5 0.75 1.5 3371.01 65.29 2590.18 117.56
C6 1.50 1.5 3934.34 78.46 3135.23 123.11

5. Feature Space Reduction

The previous feature engineering process resulted in a total of 143 features. This
made it necessary to investigate methods to reduce the feature space. We were able to
increase the possibility of removing non-informative features and also reduced the effect of
overfitting. We applied several techniques like filtering, wrapper and embedded methods
as well as linear and non-linear decompositions. As the filter, wrapper and embedded
methods allowed for an interpretation of the chosen feature subspace, the decomposition
methods did not.

5.1. Filter Methods

Filter methods, as introduced by John and Kohavi [33], rely on the features and output
variable. They choose a feature subset based on an information score between them.
However, filter methods neglect the information from the regression model itself.

Two different approaches were explored. The first one is based on correlation [34] and
the second one on Mutual Information (MI).

5.1.1. Pairwise Correlation

The idea behind this method is to extract a simplified uncorrelated feature subset. We
calculated the correlation coefficient between all feature pairs. As most of the features did
not follow a normal distribution, we used the spearman’s rank correlation coefficient [35]

rs =
cov(rgx, rgy)

σrgx σrgy

, (15)

with σrgx and σrgy being the standard deviations of the rank variables and cov(rgx, rgy))
their covariance. Yet, the coefficient would only allow for a suitable subspace of up to
two features. To identify a higher dimensional subspace, we chose features based on the
average correlation information between all features. Then, we selected the ones with the
least overall correlation.

5.1.2. Mutual Information

Mutual Information can be used as a measure for the amount of information obtained
for one variable while knowing a value of another variable. It uses entropy as a mea-
surement. We applied the Mutual Information in combination with the nearest neighbor
approach, as proposed by [36]. There, the Shannon’s entropies are estimated based on the
average distance to the k nearest neighbors. The amount of allowed neighbors was set
to three.

5.2. Wrapper Methods

Filter methods choose a feature subset based on a score value between feature pairs.
In contrast to that, wrapper methods utilize machine learning algorithms for the selection
process. We used Recursive Feature Elimination (RFE) as a selection algorithm, as described
by Guyon et al. [37]. It is an iterative approach removing the least two important features
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after each iteration. A linear Support Vector Regressor (SVR) was used to identify the
importance by assigning weights to the features [38]. The iteration process was proceeded
until the desired number of features is left.

5.3. Embedded Methods

Embedded methods choose the feature subspace throughout the training process of
the machine learning algorithm [39]. Two of those methods were evaluated within this
paper. The first one uses an l1-regularizer [40,41] and the second one is based on decision
trees [42].

5.3.1. l1-Regularizer

l1, also known as Lasso regularization [43], applies a penalty term onto the cost
function of a linear model. The objective is to minimize

min
ω

1
2N
‖Xω− y‖2

2 + α‖ω‖1 (16)

whereas α‖ω‖1 is the penalty term with α = 0.1 and ω the feature vector. As the penalty
term will increase with the amount of features, this method will cause sparsity through the
l1 norm, hence serving as feature selection algorithm [44].

5.3.2. Random Forest

A Random Forest is an ensemble of multiple decision trees. Each tree within the forest
randomly chooses a subset of features. A split within a tree is based on a single feature.
This serves as an indicator for the feature importance. Within a regression, the split is
done, based on the mean squared error. We set the number of required samples for a split
equal to two and the maximum depth up to 10 splits. Those settings were then applied to
1000 decision trees.

Correlated features hold a similar importance, making decision trees vulnerable to
keeping the variance low. Therefore, we applied a pre-filtering step in order to sort out
highly correlated features. This was done by using hierarchical clustering with a distance
of five on the pairwise correlation matrix. The method is similar to the one used by
Chavent et al. [45]. For easier interpretation of the results, we selected one of the features
instead of choosing the centroid from clustering.

5.4. Decomposition Methods

The intention of decomposition methods is to reduce the feature dimension space
while retaining essential information within the data set. It can be differentiated between
linear and non-linear decomposition methods. For the linear approach, we used the
Principle Component Analysis (PCA) [46,47]. To achieve the non-linearity, the PCA was
adapted by applying the kernel trick to it [48]. We used a gaussian radial basis function
as kernel.

5.5. Comparison Method

A random feature selection model served as a baseline reference in order to evaluate
the feature reduction methods. It also served as an indication towards the plausibility of the
prediction model itself. The random selection process begins with a random permutation of
the feature columns. Then, the first k with k = 1, 2, ..., 49 features are chosen. Additionally,
the complete feature space served as a second baseline.

6. Predictors

This section provides an overview of the applied predictors and their configuration
setup. Two were utilized, a Support Vector and a Random Forest Regressor. Both are
supervised learning algorithms, hence requiring a label for training. Additionally, the trials
were split in a k-fold cross validation like manner with k = 50, to obtain a prediction for
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each trial individually. This allowed us to have 49 samples for training and one for testing
within every cross-validation step.

In order to identify suitable hyperparameter, we performed a tenfold cross-validated
grid search within each of the 50-fold cross-validation steps. The separation of the samples
was accomplished by the GridSearchCV method from the scikit-learn package.

6.1. Support Vector Regressor

SVR tries to identify a hyperplane that fits most of the samples while also reducing
the margin violations, expressed by an ε-tube [49]. The parameter was set to ε = 1e−3.
Additionally, we used a gaussian radial basis function as kernel to make the decision
function non-linear. The regularization hyperparameter C was set to be either 1, 5 or 10,
based on the grid search result.

6.2. Random Forest Regressor

A Random Forest Regressor on the other hand is an ensemble of multiple decision
trees. Each tree is performing a prediction based on a different assumption. The results
are then averaged and returned as the prediction. In the training process, the algorithm is
splitting the hyperspace into regions and averages the target values within them. Those
regions are fit in order to perform predictions close to the true value. This process can
easily lead to overfitting if no restrictions are applied. Therefore, a maximum depth for
each tree of 5, 10 or 20 was allowed and at least two samples were required in order for
a node to split. As split criterion, the mean squared error was applied. Within the grid
search, we set the amount of trees to 250, 500 and 1000. With the SVR, we assumed the data
achieves best results by kernelizing it with a radial basis function. Such an assumption was
not necessary with a decision tree. It is able to adapt itself to the data.

6.3. Error Metric

One of the main challenges with the 50 recorded trials were multiple setup configu-
rations and a scant amount of repetitions. This lead to a high variation in the prediction
error. Therefore, we chose the first, second and third quartiles as a metric to evaluate
and compare the prediction results. They were calculated for each sample in the test sets
throughout the cross-validation process.

6.4. Software Specification

In order to generate the results, we used the script language Python version 3.8.3
in combination with the in scikit-learn version 1.0.1 implemented regressor and feature
dimension reduction methods. If not otherwise specified, the default hyperparameter
were used.

7. Results

This chapter describes the obtained results. It starts with the overall results for each
feature reduction method. Then, we will go deeper into the interpretation by analyzing
the chosen feature subspace with respect to the prediction results. Finally, we chose one
specific trial for further analysis and to get a better understanding of the underlying results.

7.1. Impact of the Type of Belaying

According to the results of a statistical t-test, active belaying reduces the impact force
significantly compared to passive belaying. In combination with a Shapiro-Wilk test, which
showed that both classes follow a Gaussian distribution, the evidence speaks against the
null hypothesis whilst using a threshold of α = 0.05.

7.2. Predictor Results

For simplicity, in the further analyzations we talk about metric errors in percent.
As an example, the values from Table 2 will be used. In total, the average measured
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impact force while actively belaying was 2505.52 N with an averaged standard deviation
of 101.98 N. Table 3 summarizes the least prediction errors for each applied dimension
reduction technique, including the ones from the basline model. There, the smallest median
error is listed at about 4.96% and, hence, would result in a total median error of about
124.27 N. This is higher than the averaged standard deviation, though, smaller than the
highest standard deviation in one specific configuration (fall potential of one meter and a
deflection of 0.75 m).

Table 3. Regressor performances as metric error with or without feature reduction methods utilizing features from all
windows with the resulting acceleration as input signal. The percentages represent the error towards the true value based
on the associated quartiles. Green colored values depict the best results per column and red the worst.

Random Forest Support Vector Machine

Dimension Reduction
Technique

Amount of
Features

1st
Quartile

2nd
Quartile

3rd
Quartile

Amount of
Features

1st
Quartile

2nd
Quartile

3rd
Quartile

None All (146) 2.47 % 7.01 % 14.09 % All (146) 3.86 % 6.30 % 9.20 %
Random 38 3.27 % 7.44 % 11.37 % 48 3.93 % 5.86 % 11.19 %
RFE 22 2.63 % 5.87 % 10.91 % 41 2.54 % 5.57 % 9.85 %
Random Forest 12 2.27 % 5.50 % 11.17 % 09 7.45 % 9.83 % 15.44 %
Mutual Information 46 2.43 % 6.38 % 12.38 % 41 3.92 % 7.54 % 13.59 %
kernel PCA 19 3.33 % 5.65 % 11.51 % 45 2.61 % 4.96 % 10.22 %
Lasso 12 2.26 % 6.20 % 10.85 % 13 2.77 % 6.00 % 12.84 %
PCA 20 3.75 % 6.17 % 11.83 % 31 2.79 % 5.37 % 9.32 %
Correation 28 4.65 % 8.87 % 15.67 % 28 5.13 % 9.50 % 15.12 %

As listed in Table 3, the SVR in combination with the two decomposition methods re-
turned valid results with a median error of 4.96% (PCA) and 5.37% (kernel PCA). However,
they both were outperformed by the second baseline model in the third quartile error.

Figure 6 visualizes the three quartile errors throughout the course of the first 49 feature
dimensions, obtained by utilizing the SVR for the prediction task. There, they are compared
to the random baseline model. PCA and kernel PCA were the only two models staying
below this baseline in the second and third quartile error.

We achieved lower metric error results with Random Forest and the correlation
method. Their quartile errors were above the random baseline for most of the surveyed
feature dimensions.

Figure 7 summarizes the results from Table 3 in a boxplot. Within each quartile error,
SVR results had a wider error range than with the Random Forest regressor.

The outcomes from the RF varied from the SVR as Lasso and Random Forest outper-
formed the decomposition methods. Lasso achieved best results in the first and Random
Forest in the second quartile error. Both methods stayed below the baseline errors in a
low dimensional feature space of less than 15 features, cp. Figure 8. Random forest for
feature selection utilized an identical predictor as the regressor itself, hence the good results.
Though, no signifcant performance improvement towards the other methods could be
observed. PCA and kernel PCA did also produce viable results below the two baseline
models in the first and second quartile errors. The non-linearity of the kernel PCA even
outperformed the first mentioned in all error metrics.
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Figure 6. Prediction error per feature dimension reduction method (colored curves) compared to a
Random feature selection algorithm (black/grey) using Random Forest as regressor. The median
error with first and third quartiles are shown.

Figure 7. Summarized metric errors from Table 3 separated by Regressors and quantile errors.
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Figure 8. Prediction error per feature dimension reduction method (colored curves) compared to a
Random feature selection algorithm (black/grey) using a Support Vector Machine as regressor. The
median error with first and third quartiles are shown.

7.3. The Chosen Feature Subspace

Figure 9 categorizes for each feature subspace the amount of chosen features from
each window. Figure 10 visualizes a finer categorization by separating the windows further
into their respective feature domains. Interestingly, all methods selected at least 20% of the
features from Window 1.

The correlation method selected most features from Window 3. Those mainly did
belong to the DWT and AR type of features, both, partially describing the input signal. Yet,
the correlation method performed worse compared to all other applied methods.

Mutual Information was the second of the two applied filter methods. It performed
better than the correlation, but was still worse than most of the other ones. The method
chose the least features from Window 3. Most of them did belong to the frequency domain,
which was also selected the most overall.

Both embedded methods, Lasso and RF, showed differences in their choice of a
suitable subspace. For lower dimensions, Lasso selected a high proportion of about 50%
from Window 3. For higher dimensions, the proportion declined. This behaviour was the
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opposite with the Random Forest method. Both methods also differed in their choice of
feature types. Lasso favored the frequency domain, whereas Random Forest preferred
features from the DWT. Features from the frequency domain accounted for the smallest part.

Figure 9. Proportion of all features categorized by the pre-chosen windows and separated by the
feature reduction techniques.

The feature types of the Lasso method changed significantly between a feature sub-
space of 14 and 16 features. This was also perceptible in the prediction errors, especially
with the RF regressor.

The wrapper method was the only one balancing the types of features in a low and
high dimensional space. The same accounted for its choice of window type. It showed a
homogenous profile. Interestingly, this stability could also be seen in the quartile errors
over the feature spaces with an RF as regressor. Based on the prediction errors, this method
had a valid performance with a median error of 5.87%.

Table 4 references the three highest ranked features chosen by the corresponding
feature selection algorithms. The proportion column represents how often the specific
feature was chosen by the algorithm. Except for RFE, this value is comparable between all
methods. All methods chose features from several categorical types. However, the ones
from the frequency domain dominated, whereas one of the most re-occuring features was
the maximum of the spectral centroid. The Hjorth parameter and the wave length were
mainly selected from the time domain. Wave length performed best as a single feature with
a first quartile error of 2.77%, a median of 8.58% and a third quartile error of 17.75%.

The correlation method was the only method that selected features from Window 1.
They were also the ones with the worst performance individually.

The bottom three columns of Table 4 reveal the prediction errors when all features from
the corresponding window were used for prediction. While Window 1 features returned
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the highest errors with an RF regressor, they did beat Window 3 if a Support Vector Machine
was utilized as regressor. Nonetheless, each window individually performed worse than
the baseline model using the whole feature space.

Figure 10. Proportion of all features categorized by the pre-chosen windows and the feature types.

Table 4. Prediction errors of most chosen features per selection method. The bottom part of the table displays the prediction
errors while all features from the corresponding windows are used. Green colored values depict the best results per column
and red the worst.

Dimension
Reduction
Technique

Feature
Rank Window Feature Name Proportion

% Random Forest Prediction Error [%] Support Vector Machine Prediction
Error [%]

1st 2nd 3rd 1st 2nd 3rd
Quartile Quartile Quartile Quartile Quartile Quartile

Intrinsic
1 2 Wave Length 4.02 2.77 8.58 17.75 5.90 12.03 18.55
2 3 Max Spectral Centroid 3.91 5.26 11.28 21.74 4.62 11.64 19.38
3 3 Hjorth Complexity 3.75 7.56 14.87 21.47 7.41 14.24 19.95

Mutual
Information

1 3 Frequency Band 1—standard deviation 3.94 8.32 16.20 25.14 7.34 12.22 21.50
2 2 DWT coefficient 10 3.93 8.28 16.85 27.98 9.70 17.04 24.68
3 3 Max Spectral Centroid 3.90 5.26 11.28 21.74 4.62 11.64 19.38

Lasso
1 3 Max Spectral Centroid 4.08 5.26 11.28 21.74 4.62 11.64 19.38
2 2 AR coefficient 0 3.91 4.10 12.13 18.76 8.37 14.32 20.99
3 3 Hjorth Complexity 3.81 7.56 14.87 21.47 7.41 14.24 19.95

Recursive
Feature

Elimination

1 3 Max Spectral Centroid 3.64 5.26 11.28 21.74 4.62 11.64 19.38
2 2 Spectral Flux—standard deviation 3.52 4.31 9.87 20.37 4.41 8.07 17.69
3 3 Hjorth Mobility 3.47 10.94 18.35 25.26 6.74 13.76 21.71

Correlation
1 1 DWT coefficient 2 4.00 10.56 16.59 33.71 9.58 14.94 28.15
2 1 Spectral Roll-off—standard deviation 3.94 12.41 17.43 32.39 10.96 18.01 26.60
3 3 DWT coefficient 12 3.82 11.01 21.87 31.36 10.61 16.81 25.83

All Window 1 features 5.38 11.33 20.86 5.92 8.89 16.26
All Window 2 Features 3.35 7.82 16.06 4.96 9.61 15.67
All Window 3 Features 3.31 7.40 15.30 6.50 10.02 16.87

7.4. Trial Individual Analyzation

This section provides a deeper analyzation of the prediction errors. Kernel PCA in
combination with an SVR and a feature subspace of 45 dimensions was able to drop the
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median error to less than 5 % and outperformed all other methods. Figure 11 visualizes the
specific trials. They are compared to the random feature selection method. Both methods
revealed difficulties in the prediction of analogous trials. Some of them differed from the
true value by over 30%. Splitting the trials into their type of belaying revealed that active
belaying was responsible for the prediction errors. Additionally, we tested the kernel PCA
method with 45 features against the full feature space for any significant improvements.
According to a statistical t-test, there exist no evidence for it. It was tested with an alpha
level of α = 5%.

Two exemplary input signals from climber and belayer are visualized in Figure 12.
Both trials belong to the category of active belaying with a fall potential of 0.75 m and a
deflection of 0.5 m (left) and 1 m (right). Each displayed trial reflects a certain difficulty.
The first example describes a varying input signal (left graph). Its maximum resulting
acceleration exceeded the 80 m

s2 and was, hence, twice as much as the average maximum
from the rest of the recorded trials with the same configuration. Yet, their impact forces
varied only slightly with 2098.82 N in the specific trial. In comparison, the average impact
force from all other trials was about (2026.89± 43.31) N.

The second example (right graphs), shows comparable curve progressions with a
lower response in the impact force. It recorded higher accelerations of almost 1.5 times as
much as the average. Yet, the impact force dropped from (2121.84± 109.58) N to 1796.42 N.

Figure 11. Trial depending prediction errors with a Support Vector Machine as Regressor. Top graph:
Comparison between the two feature dimension reduction techniques kernel PCA and Random.
Middle and Bottom graph: Visualization of the prediction error separated into active and passive
type of belaying based on the results from the Random and kernel PCA method respectively.
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Figure 12. Resulting accelerations from climber and belayer of the trials with highest prediction
errors. Green: individual trial example; mean and standard deviation of the climber signal (blue) and
the belayer signal (red) from the same fall configuration as the trial example.

8. Discussion

This paper shows a potential in the prediction of climb-specific events, based on
sensors worn by the belayer. Our setup was built to record pendulum falls in sports
climbing with different variations of fall parameters for climber and belayer, with the aim
to estimate the resulting impact force. The belayer was switching between actively and
passively belaying.

8.1. Variation in the Sample Space

In Figure 11 we can see that highest prediction errors were achieved while active
belaying was taking place. One explanation is that in this situation the belayer is standing
still before being pulled towards the wall, leading to a small space of variations. With
active belaying the movement pattern starts to vary. The top left graph in Figure 12 shows
an example for this behavior. In trial 14 the belayer initiated the active reaction as a “jump”
later than within the rest of the trials’ same configuration. This had an effect on the recorded
impact force of the climber. Generally, the impact force varied more whilst actively belaying,
compared to Table 2. Therefore, the amount of repetitions per configuration in combination
with the highly varying movement patterns of the belayer are challenges to overcome in
the future.

8.2. Interpretable Methods

We divided the input signals per trial in three non-overlapping windows. This allowed
us to distinguish between the three different movement behaviors of the belayer. In Window
1, the climber was experiencing a free fall, whilst the belayer was performing non-belay
typical movements. Interestingly, all of the interpretable feature reduction techniques chose
a significant amount of features from this specific window. The explanation might lie in
the high variations within Window 3. There, the climber was falling into the rope, hence,
pulling the belayer towards the wall. It is also the window where the impact force is taking
place. Depending on the countermeasure taken by the belayer against the fall, the timing
of the “jump” varied within every trial. The results from the Mutual Information and
Correlation methods from Window 3 underline this finding. The first approach measured
the dependencies between the features and their corresponding label. This means that
there was almost no information gain towards the impact force by relying on Window 3
features. On the other side, the correlation method chose the highest amount of features
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from Window 3. This approach built its feature map based on dissimilarities within each
feature, leading to the fact, that we had the highest variation between features from this
window. Going a bit deeper into details, we could identify the DWT and AR features being
responsible for the high variation within features from Window 3. DWT decomposes the
signal into a set of wavelets, whereas AR stores the information in the form of a linear
combination. As the recorded signals were mostly unique in-between all trials, this was
leading to unique feature profiles within the two categories.

Window 2 contained the highest information gain for differentiating between active
and passive belaying, which is also an indication towards the impact force, as shown in
Figure 5. Therefore, it is not surprising for the selection algorithms to choose from there.
Interestingly, the three highest ranked features from the interpretable methods, except for
correlation, were chosen from Window 2 or 3.

8.3. Decomposition Methods

As well as the decomposition methods worked in combination with the SVR, it is
more difficult to interpret the results. We are not able to draw a conclusion towards the
individual features themselves. However, it allows us to analyze the feature subspace. The
subspace seems to be well spread in order to handle the task of predicting the impact force,
as the best median error resulted in a deviation of less than 5%.

9. Conclusions and Outlook

Utilizing the estimation of the impact force throughout a fall in a training environment
could improve the quality of a belayer. We could identify the influence of the type of
belaying regarding the impact force, cp. Figure 5. By belaying actively, we were able to
reduce it by up to 30%. And reducing it should always be one of the priorities as a belayer.
A device worn by the climber would be able to monitor this parameter. However, we
wouldn’t be able to clearly identify the belayer as the cause. Therefore, we focused on a
monitoring system attached to the belayer.

We developed a machine learning model to handle the prediction of the impact force
based on the movement behaviour of the belayer throughout pendulum falls. The best
results were achieved with a median error of 5%. However, outlier errors mark a difficulty
within the data set. Further analyzations of those outliers revealed a high varying input
signal and/or label as the cause. This lead to the conclusion of sparse repetitions per
configuration.

In our study, we could show the importance of the pre-defined windows and the
feature reduction techniques. Those techniques failed to improve the prediction of the
impact force significantly; however, they serve as an indication for interpreting the results
regarding their plausibility.

Depending on the type of belaying, each window represents an independent signature.
Window 3 directly covers the climbers’ fall into the rope. Neglecting the Mutual Information
method, the other methods showed a high relevance towards this window. However, each
selection method chose features from all windows.

Independent from the selection method, the most re-occuring features did belong to
the frequency domain and either Window 1 or 2. This underlines the plausibility of the
chosen subspaces.

We showed that the correlation method is a suitable indicator for the individuality
of the sequences within each window. Most of them did belong to Window 3, where the
belayer got pulled towards the wall. A high proportion of those features could be assigned
to the DWT or Autoregressive coefficients.

Limitations in the sample space as well as high variability in the belayer’s movements
are challenges to overcome in the future. Still, our results have the capability to serve as a
support and feedback system for climbing. Further developments involve the analyzation
of different climb specific activities.
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Future work has to be done by collecting more data in order to improve the perfor-
mance. This includes different types of configurations, like falls from a straight or even
positive wall, as well as falls with real climbers.

Within this paper, we saw a glimpse of what might be possible in a sensor worn
system by a belayer. It would be interesting to see its limitations. Sports climbing in
particular could benefit from such a system, as it wouldn’t interact with the climber itself.
It could be utilized in a training environment to support and improve the skills of a belayer.
However, improvements need to be done in order to guarantee stable results with reduced
prediction errors.

Manual feature engineering is also a difficult task, as one is never guaranteed to choose
the optimal features for the task. Therefore, with a larger dataset, other features, feature-
types or deep learning approaches with automatic feature engineering might improve the
results even further.
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