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Abstract: In recent years, with the rise of the automation wave, reducing manual judgment, especially
in defect detection in factories, has become crucial. The automation of image recognition has emerged
as a significant challenge. However, the problem of how to effectively improve the classification
of defect detection and the accuracy of the mean average precision (mAP) is a continuous process
of improvement and has evolved from the original visual inspection of defects to the present deep
learning detection system. This paper presents an application of deep learning, and the task-aligned
approach is firstly used on metal defects, and the anchor and bounding box of objects and categories
are continuously optimized by mutual correction. We used the task-aligned one-stage object detection
(TOOD) model, then improved and optimized it, followed by deformable ConvNets v2 (DCNv2)
to adjust the deformable convolution, and finally used soft efficient non-maximum suppression
(Soft-NMS) to optimize intersection over union (IoU) and adjust the IoU threshold and many other
experiments. In the Northeastern University surface defect detection dataset (NEU-DET) for surface
defect detection, mAP increased from 75.4% to 77.9%, a 2.5% increase in mAP, and mAP was also
improved compared to existing advanced models, which has potential for future use.
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1. Introduction

The need for surface defect detection is present mostly in industrial production pro-
cesses, as defects can occur in all kinds of industrial production processes. Possible causes
include low quality raw materials, the low technical capacity to produce, or abnormal
equipment, all of which can lead to defects in surface appearance.

However, in the past, defective objects produced in the factory production process
were mostly eliminated by the eyes of many production line personnel one by one. In the
mass production operation of the factory, the overall economic efficiency of production is
usually handled by random inspection. This situation still causes customer dissatisfaction
with defects, but there is no better way to optimize the existing production model.

As discussed in this paper, metal defects face more problems with human inspection;
because the steel in the color display is a bright gray color, personnel need to spend more
time and effort looking for defects compared with other general production factories.
Furthermore, there are still patterns on the steel, so there will still be misjudgments under
long-term human visual inspection, and the edges of the steel are also quite sharp, causing
a lot of security risks to steel inspection.

Improvement in defect detection has become an important goal for all factories. With
the advancement of technology, the use of camera images for steel defect detection can
effectively negate the possible danger of the human approach. The contactless method of
detecting defects and sending alarms increases safety by eliminating human contact. In
addition, speed is also improved; the current hardware has very high computing perfor-
mance, and faster computing can identify a large number of steel surface defects at the
same time.
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For example, on the NEU-DET dataset of common metal defects [1] (shown in Figure 1),
the mAP of the current neural network model can reach about 70% and can identify many
different types of defects, which can effectively enhance the speed, safety, and mAP of
defect detection.
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Figure 1. The schematic diagram of the NEU-DET dataset.

In addition, the history of image defect detection is classified into traditional image
detection and deep learning detection. Traditional image detection uses CPU resources
and can only classify simple images, with the development of classification systems such
as support vector machine (SVM) [2], Random Forest [3], principal component analysis
(PCA) [4], and k nearest neighbors (KNN) [5]. Later, in the rapid development of neural
network architectures for deep learning-based detection [6–12], Ref. [6] introduced the
real-time detection network (RDN) architecture to enhance mAP but with the drawback of
higher computational requirements. Ref. [7] proposed the defect detection network (DDN)
architecture, capable of generating more feature information, but it performs poorly on
multiple scattered defects. Ref. [8] improved RetinaNet to construct the DEA_RetinaNet
architecture, but there is still room for optimization when it comes to detecting scratches,
crazing, and rolled-in scale defects. Ref. [9] introduced the channel attention and bidirec-
tional feature fusion on a fully convolutional one-stage (CABF-FCOS) network architecture,
which improved performance but came with a larger number of parameters, making it chal-
lenging to deploy on smaller devices. Ref. [10] presented the Improved-YOLOv5 network
architecture, optimizing the original YOLOv5 structure, but occasional misclassification
of defect categories still occurred. Ref. [11] proposed an end-to-end defect detection and
classification network based on the single shot multiBox detector (SSD) architecture, but the
accuracy remained relatively low. Ref. [12] introduced the DAssd-Net network architecture,
which has only a small number of parameters, making it advantageous for deployment on
small devices, and which performs well in detecting small metal defect objects.

The papers [6–12] use GPU resources to effectively recognize complex graphics so that
mAP can be improved compared to traditional image detection and can be used in general
factory production processes. Other than for metal defect detection, it has been applied to
rail track surfaces [13–16], solar panels [17], and buildings [18] for defect detection.

Since the publication of AlexNet [19] in 2012, neural networks have grown rapidly,
object detection using deep learning has achieved remarkable success, and many studies
have been proposed with advanced techniques. Technically, there are two types of object
detection: one-stage and two-stage object detection.

When object detection of the region proposal image and classification are processed
at one time, it is called one-stage object detection. The first model adopted for one-stage
object detection was OverFeat [20]. However, you only look once (YOLO) [21] is the most
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popular one. Further development of the SSD [22] allowed extraction of feature maps of
different sizes and the use of region proposals of different sizes for classification.

When object detection is used to detect the region proposal image and then classify
the objects in these regions, it is called two-stage object detection. R-CNN [23] was the
first to use a selective search to detect more than 2000 region proposals and input them
into CNN for classification in two-stage object detection. To improve the detection speed,
Fast R-CNN [24] first convolved the entire image. The faster R-CNN [25] proposed that
the region proposal network (RPN) could improve the speed. Cascade R-CNN [26] was
further improved to achieve a more accurate prediction of object location by continuously
increasing the IoU threshold between input and output, which in turn improved mAP.

To solve the lower mAP caused by various objects of different sizes in the image, an
effective feature pyramid network (FPN) was proposed in previous studies [27]. Further-
more, RetinaNet [28] uses focal loss to solve the problem that too many negative sample
objects that are easy to learn lead to large differences in positive and negative sample
weights during training, resulting in a failure to improve easy learning, so that the mAP
can be further improved.

In summarizing the above, the one-stage is higher in speed than the two-stage but
lower in mAP than the two-stage. However, with the continuous development of hardware
performance and neural network architecture, the accuracy and speed of object detection
have been improved, and now there is no difference between one-stage and two-stage
object detection, and both can be used for defect detection.

In the current neural network object detection model, the position of the bounding
box in the image is precisely defined as the anchor, and there are two types of anchors:
Anchor-based and Anchor-free. Anchor-based is designed with predefined boxes and
number of boxes and is constantly learning through the neural network to correct for the
best anchor and bounding box. The Anchor-based approach is used in algorithms such
as Fast-RCNN [24], Faster-RCNN [25], and SSD [22]. Another Anchor-free algorithm is to
directly predict an anchor point and a bounding box and then continuously learn to correct
the optimal anchor and bounding box through neural networks. CenterNet [29], FCOS [30],
and other algorithms use the Anchor-free approach.

Anchor-based calculation of IoU in the training step consumes a lot of GPU memory
and training time, but, compared to Anchor-free, it can effectively handle object detec-
tion of different sizes in the image. However, with the development of FPN, the size
object problem can also be solved effectively. In addition, Anchor-free tends to generate
more negative samples during training, which is later solved effectively by the focal loss
tuning algorithm.

Further, the adaptive training sample selection (ATSS) [31] was developed, and the
reason for the large difference in mAP between Anchor-based and Anchor-free is due to
the different definitions of positive and negative samples. ATSS optimization can be used
to completely close the mAP discrepancy between Anchor-based and Anchor-free, which
also opens up a new architectural framework.

As mentioned above, two different combinations of Anchor-based or Anchor-free are
added to one-stage or two-stage object detection, resulting in a complete algorithm. In both
Anchor-based and Anchor-free environments, the target object and the target classification
are slightly different in terms of the optimal anchor and bounding box, resulting in a poorer
prediction of the mAP. In particular, it is more difficult to learn about defective images on
metal than on normal objects, resulting in a larger mAP difference.

The primary contributions of this work are given below.

1. The first TOOD algorithm is applied for the detection of metal defects [32].
2. Our proposed task-aligned model developer (TAMD) is improved and optimized

from TOOD, including the use of Soft-NMS [33] to optimize the IoU and adjust
the IoU threshold. Furthermore, DCNv2 [34] is used for the adjustment of the
deformable convolution.
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3. In the NEU-DET metal defect dataset, the mAP is increased from 75.4% to 77.9%, an
improvement of 2.5%, and the mAP is also improved compared with the existing model.

2. Related Work
2.1. Class and Location Independent Problem

In general object detection, class and location are processed together in two inde-
pendent branches without any correlation between them. This may lead to a situation
where the class score is high (correctly classified) but the status of the anchor and bounding
box in the location may be different from the real object. On the contrary, the anchor and
bounding box of the location are accurate, but the class score is low, leading to the incorrect
identification of the object.

The TOOD algorithm [32] is a good solution to this problem using a task-aligned
approach. The task-aligned head (T-head) classifies and locates the objects using task-
aligned loss to calculate the loss and continuously adjusts to reduce the loss. The final
optimization result is sent to task alignment learning (TAL), which sends the best result to
finally improve mAP.

2.2. Complexity of Metal Defective Images

From Figure 1, we can see that the features of metal defect images are more complex
and difficult to train than the features of general object detection, such as cars, motorcycles,
people, cats, dogs, and so on. Deformable ConvNets (DCN) can effectively solve the
problem of complex feature learning difficulties.

DCN [35] offsets the learned sampling points, and the offsets can expand the features
in the learned image and calculate a new feature map based on the offsets. The feature
map is a branch added to the general convolution to accomplish the above work, which
does not affect the original general convolution operation but can effectively enhance the
learning of complex object features.

The features are difficult to train, and DCNv2 [34] is used as the deformable convolu-
tion. Compared to DCN, it can be modulated on different spatial locations/bins in addition
to offsets, and the concept of weights is added. By adjusting the effective feature learning
with different offset weights and adjusting on different convolutional layers (conv3, conv4,
conv5), mAP enhancement is achieved.

2.3. Optimize the Method of Selecting the Best Bounding Box

Non-maximum suppression (NMS) [36] often uses the method for the object bounding
box in object detection. After the CNN model has determined the bounding boxes and
calculated the probability scores of the objects, the NMS ranks the probability scores of
the proposal bounding box from highest to lowest. Then the highest scoring proposal
bounding box is selected to serve as the bounding box, and the others are deleted if they
are overlapping with the suggested one. The remaining proposal bounding boxes will
continue to be selected by the above process until there are no more proposal bounding
boxes at the end. When the proposal bounding boxes of two objects are too close, the lower
score box is removed, because the overlapping area is too large and it will cause a decrease
in mAP.

Due to the disadvantages of NMS, this experiment uses Soft-NMS [33], which replaces
the original deletion with a slightly lower score, so it can be continuously selected by
comparison. Therefore, it can effectively improve mAP.

3. Methodology and Design

The system architecture of this study in Figure 2 and the technologies and functions
are described below.
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3.1. Baseline Convolution Architecture

In general, it is known that a pre-trained model in the COCO dataset [37], with pre-
training weight, can decrease the training time and overfitting. The pre-trained model is
then adjusted on the NEU-DET dataset, which usually has a better mAP and can effectively
obtain the features from the metal defect images.

In this paper, various backbone networks have been tested, including ResNet-50/101 [38],
or the more advanced ResNeXt-101 [39]. From the subsequent experiments, it was found that
the use of ResNet has the following points.

1. Comparison with CNN: ResNet can achieve high mAP with very few parameters,
significantly reduce training time, and effectively reduce the occurrence of overfitting.

2. Findings in the course of experiments: Under the same performance, the batch size
can be larger than that of ResNeXt-101, but the mAP trained by ResNet-50/101 is
much better than that of ResNeXt-101.

3.2. FPN

In metal defect images, different sizes of defective objects are often found. Feature
acquisition on a single scale is usually not effective. Therefore, FPN is used to improve
the C3-C5 layers (bottom-up) of the original ResNet. A skip connection is added, and the
skip connection is designed to contain the feature map of the deepest layer (P5), and the
top-down sampling is added correspondingly as shown in Figure 2. Finally, the inverse
convolution structure grows from layer P5 to layer P2, and the feature map of the deepest
layer of P5 can be added element-wise by gradually enlarging the size.

Although the depth of the P5-P4 layer in the FPN has already obtained higher res-
olution features [27], the corresponding features are easier to recognize, and thus the
localization can be more precise. However, in the lower layers of P3-P2, the feature in-
formation is not significant, and the corresponding features become relatively inaccurate
in localization. The TOOD algorithm provides classification and localization of proposal
bounding boxes with more than one feature layer. The mAP can be enhanced by the classi-
fication and localization of the proposal bounding box on multiple layers with multiple
fused features at different scales.
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3.3. DCNv2

In a general neural network, the convolutional equation is shown in (1). R is defined
as the size and dilation corresponding to the feature map x of the neural network. The
weight of the parameter is denoted by w. The final export features map y.

y(P0) = ∑Pn∈R x ( P0 + Pn)·w (Pn) (1)

In DCN, the learning sampling points are offsets. The offset is ∆Pn. The modified
convolution equation is shown in (2) [35].

y(P0) = ∑Pn ∈ R x( P0 + Pn + ∆Pn) · w (Pn) (2)

In DCNv2, the DCN is optimized by offsetting the learning sampling points by ∆Pn.
Furthermore, the scalar weights ∆mk for each learning sampling feature are modulated
mechanisms. The modulation mechanism can be performed in different spatial loca-
tions/bins, as shown in (3) [34] below.

y(P0) = ∑Pn ∈ R x( P0 + Pn + ∆Pn) · w (Pn)· ∆mk (3)

Combining the experiments of [34] should be effective in improving mAP in various
other algorithms. However, the overall training computation is increased due to the
increase in weight ∆mk.

3.4. Task-Aligned

As shown in Figure 3 above, after capturing the detailed features of the FPN, the
anchor and bounding box are generated to classify and locate the components. However,
the limitations of previous algorithms, which are generated independently, prevent us from
generating better anchors and bounding boxes. Therefore, we add the T-head and TAL
from [32]. The T-head generates the anchor and bounding box for class and location. The
results generated by the T-head in TAL are then used to calculate the anchor and bounding
box that should be adjusted and optimized. Feedback is sent to the T-head with the revised
parameters, forming a cycle of progressive optimization of the class and location anchor
and bounding box. The following is a complete description of the T-head and TAL.
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3.4.1. T-head

The convolution H (kernel height), W (kernel width), and C (channels) are designed
in Xinter

1∼N . The same H, W, and C corresponding to the same FPN input generate the same N
(settable value) k layers of the executive convolution layer (convk). The activation functions
are used once, Ref. [32], as in the following (4):

X inter
k =

{
δ
(

convk
(

X inter
k−1

))
, k > 1

δ
(
convk

(
x fpn)), k = 1

, ∀ k ∈ {1, 2, . . . ,N} (4)

In addition, as seen in Figure 3, the Xinter and other convolutional layer M & O
alignment maps are concatenated. The M & O alignment maps are used to receive feedback
from TAL and optimize the results of the T-head training, where Xinter corresponds to
generate w, which is a feature computed from the interactive cross-layer task and can
depend on the relationship between layers. It is composed of fc 1/2 two fully connected
layers and σ Sigmoid activation functions. Equation (5) [32] is as follows:

w = σ
(

fc2
(

δ
(

fc1
(

X inter
))))

(5)

Next is the element-wise product of w and Xinter
1∼N . The k of wk represents the number

of training levels of k layers. Equation (6) [32] is as follows:

X task
k = wk · X inter

k , ∀k∈ {1, 2, . . . , N} (6)

The X task
k is concatenated features with Z task, as shown in (7) [32] below. Furthermore,

the dimension reduction of 1(kernel height) × 1(kernel width) is applied to conv1, and
the classification score is H ×W × 80 with Sigmoid activation functions. In Figure 3, P is
used as the representation; H ×W × 4 is used for the bounding box, and the distance to
bounding box is converted, as B in FCOS [30] and ATSS [31] in Figure 3.

Z task = conv2
(

δ
(

conv 1
(

X task
)))

(7)

Finally, the M & O alignment maps (this convolutional layer is used to receive feedback
from TAL and optimize the results of T-head training) and Z task are computed separately
for the classification score and the bounding box. The P align (bounding box of classification
score) and B align (bounding box of location) are calculated by the convolution and tend to
be approximated in a continuous cycle.

M & O alignment maps are also used to adjust the best values. The learned spatial
offsets optimize the classification and location of the anchor and bounding box to achieve
the best-predicted bounding box.

3.4.2. TAL

After the T-head and TAL exchange, TAL completes the final bounding box. NMS will
calculate the best bounding box as the final training result of this algorithm, and the metal
defects will be classified and located.

In TAL, two points need to be achieved: (1) a high mAP bounding box should be
generated; (2) the accuracy probability M of low bounding box objects should be reduced,
so the following (8) [32] is designed:

t = s α × u β (8)

The s represents the classification score; u represents the IoU si value; α and β are the
adjustable optimization weights. In the general loss function, cross-entropy is mostly used.
However, it cannot effectively solve the imbalance between the easy and hard example
learning of metal defect objects in the training images.
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Focal loss creates a new function pt in (9) [8]. If y = 1 for a positive sample, the value
is p. If the negative sample is otherwise, the value is 1 − p. The FL (pt) in (10) [8] is
the calculated loss. Its right-constant equation predicts the object classification average
precision (AP). The higher the AP, the closer the pt is to the easy example of 1. The lower
the AP, the closer the pt is to the hard example of 0.

pt =
{

p, y = 1
1− p, otherwise

(9)

FL (pt ) = −α ( 1 − pt )γ log(pt
)

(10)

α ( 1 − pt )γ can effectively adjust the learning weights of easy examples and hard
examples downward. In the hard sample case, the FL (pt) is smaller than the cross-entropy
calculated by CE (pt). In the easy sample case, FL (pt) is larger than the cross-entropy
calculated by CE (pt). FL (pt) adjusts the loss to reduce the problem that hard samples are
not easy to train, and it can be used with different settings of α and γ constants to find the
best solution for the calculation of mAP. Using the same settings as in [28] and comparing
the different mAP results with the various settings in [8], both journals obtained the highest
mAP when using α = 0.25 and γ = 2.

Focal loss was applied to TAL and adjusted. The corresponding loss function Lcls can
be used to evaluate the classification effect during the training period. Furthermore, Lreg
predicts the loss function of the bounding box, and the generalized intersection over union
(GIoU) [40] is used instead of IoU.

TAL Loss = Lcls + Lreg (11)

As in (11) [32], Lcls and Lreg are summed to TAL Loss, which is used to evaluate the
effectiveness of the training results. It is also used to provide feedback on the anchor and
bounding box of the T-head adjustment optimization.

3.5. Soft-NMS

NMS filters all types of object boxes bi (bounding boxes) in a cyclic process. The
predicted bounding boxes are first sorted in descending order of their probability of
accuracy M. The box with the highest probability of object accuracy is selected as the
proposal bounding box, and the remaining boxes are calculated with the other proposal
bounding boxes to obtain the IoU value of si. If si is larger than Nt (threshold), then the
proposal bounding boxes are discarded, and si is set to 0 and will not be used later. Only
the other proposal bounding boxes are kept, and then the comparison process is continued
in descending order of probability as described above. Therefore, only the largest box is
kept as the proposal bounding box, and the remaining boxes are abandoned. NMS is as
shown below (12) [33].

si =
{

0, IoU(M, bi) ≥ Nt
si, IoU(M, bi) < Nt

(12)

NMS simply drops the proposal bounding box when the si value is larger than the Nt
and sets si to 0. The two neighboring or overlapping proposal bounding boxes will have a
high probability M that one of the two proposal bounding boxes will be dropped, which
will result in a missed detection. The experimental Soft-NMS is used as follows (13) [33] to
improve this problem. For the bounding box with overlapping objects, the overlapping
area is larger. The equation that modifies si to 0 changes the value of si to tend to 0 but still
keeps the bounding box. Therefore, the overlapping of the bounding box objects in mAP
can be improved effectively.

si =
{

si( 1 − IoU( M, bi)) , IoU(M, bi) ≥ Nt
si , IoU(M, bi) < Nt

(13)
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4. Experiments and Results
4.1. Implementation Details
4.1.1. Experimental Platform

In the experiment, a 12th Gen Inter(R) Core i7-12700F CPU, NVIDIA GeForce RTX
3080 (with 12 GB memory), CUDA 11.3, and cuDNN 8.2.0 in the Windows 11 environ-
ment were used. Anaconda3 2.2.0 was used to build the environment package, and
PyCharm Professional Edition 2022.2.1 was used as the experimental platform for the
PyTorch 1.11.0 program.

4.1.2. Experimental Parameters

We chose a stochastic gradient descent optimizer (SGD) with 0.9 momentum and 0.001
weight decay. The initial learning rate and total epochs were set as 0.01 and 30 for the metal
defect dataset.

4.2. Datasets

The NEU-DET metal defect dataset is a public defect classification dataset proposed
by Northeastern University in China in 2013 [1]. There are 300 images for each metal defect
classification, and the six types of defects include patches, scratches, pitted surface, crazing,
inclusion, and rolled in scale. A total of 1800 images are available, each at 200 × 200 pixels,
in jpg file format.

However, each metal defect image may consist of a single defect, or there may be
multiple defects in a single image. The dataset provides xml files for the ground truth
location and class annotations. Each image is labeled with a ground truth class and a
bounding box, for a total of nearly 5000 ground truth boxes.

The experiments used an 8:2 setting in the train image (verification image, of which
1440 metal defect images were used for training) and kept 360 images for training to verify
the training results with the loss of truth. The original NEU-DET metal defect dataset is in
Pascal VOC format (xml file) and adjusted to YOLO format (txt file) as the training dataset.

4.3. Evaluation Metrics

In this experiment, mAP was used to evaluate the results. The mAP was developed
from two important metrics: Recall and Precision. These metrics are defined as follows. TP
is the true positive cases (defective objects detected correctly), FP is the false positive cases
(non-defective objects detected as defective), and FN is the false negative cases (defective
objects that should have been detected but were not detected). Equations (14)–(16) are
as follows:

Recall =
TP

(FN + TP )
(14)

Precision =
TP

(FP + TP)
(15)

AP =
(Recall + Precision)

2
(16)

Each defect has an AP number of values, and the mean of the APs of the six defects
in this NEU-DET metal defect dataset is mAP. The mAP assesses the total metal defect
detection performance index of the proposed algorithm.

4.4. Experiment Results and Analysis
4.4.1. ResNet-50, ResNet-101, and ResNeXt-101

ResNeXt-101 [39] is generally preferred for the backbone due to its grouped convo-
lutions method. ResNeXt-101 is considered to be superior to ResNet-50/101/152 [38],
ResNet-200 [41], Inception-v3 [42], and Inception-ResNet-v2 [43] backbones.

The general ResNet-50/101/152 is designed with 1 × 64 d; 1 indicates the number
of cardinalities, which is the size of the width of the constructed model, and the higher



Automation 2023, 4 336

the number, the better, as researched by [39]. In addition, 64 d indicates the width of the
bottleneck; as long as it is higher than 4 d, there is no longer a better mAP. Therefore, in the
design of ResNeXt-101, a 64 × 4 d architecture should theoretically improve mAP.

As shown in Table 1, the mAP of ResNeXt-101 (64 × 4 d) was found to be 1.1% lower
than that of ResNet-101 in the experiment. We believe that the reason for this is that
the number of training parameters required for ResNeXt-101 (64 × 4 d) is twice that of
ResNet-101. The corresponding batch size was changed from 6 to 2 in the same training
environment, making it impossible to improve the mAP in training.

Table 1. Backbone in ResNet-50/101, ResNeXt-101 map comparison table.

Backbone mAP

ResNet-50 76.1
ResNet-101 76.2

ResNeXt-101 (64 × 4 d) 75.1

In addition, it can be seen in Figure 4 that the ResNeXt-101 (64 × 4 d) Loss value
fluctuates more and more during training, and it is difficult to converge.
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4.4.2. Anchor-Based and Anchor-Free

The TOOD algorithm [32] aims to surpass ATSS [31]. It is considered in ATSS
that Anchor-based and Anchor-free cause different differences in mAP. The new archi-
tecture designed by ATSS can be used to make Anchor-based and Anchor-free mAPs
converge better.

The experimental TOOD algorithm is shown in Table 2, which should be better than the
ATSS algorithm. The difference between Anchor-based and Anchor-free experiments is still
0.7% mAP, which is much higher than the difference of 0.1% mAP between Anchor-based
and Anchor-free experiments with the ATSS algorithm.

Table 2. Anchor-based vs. anchor-free map comparison table.

Backbone Anchor mAP

ResNet-50
Anchor-based 75.4
Anchor-free 76.1
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We believe that the reason Anchor-free may outperform Anchor-based is due to the
ability of Anchor-free approaches to make more flexible adjustments to anchor scales. This
flexibility allows Anchor-free methods to effectively handle defects of various sizes in metal
defect detection, resulting in an additional 0.7% mAP. Therefore, Anchor-free was used in
our subsequent experiments for further optimization.

4.4.3. IoU Threshold Adjustment for NMS and Soft-NMS

As shown in Table 3 below, DCNv2 C3-C5 was used on ResNet-101 as the backbone.
First, the IoU threshold of general NMS was adjusted, and it was found that the mAP
was almost unchanged compared to Soft-NMS when setting 0.55 and 0.6. The effect on
Soft-NMS is obvious, with an improvement of 0.7% mAP.

Table 3. IoU thresholds of NMS and Soft-NMS compared in the ResNet-101 mAP table.

Backbone IoU mAP

ResNet-101

NMS 0.55 77.2
NMS 0.60 77.2

Soft NMS 0.40 76.7
Soft NMS 0.45 77.9
Soft NMS 0.50 77.8
Soft NMS 0.55 77.8
Soft NMS 0.60 77.1
Soft NMS 0.65 76.4

In addition, as seen in Table 3 above, choosing the appropriate IoU threshold can
improve mAP. There is a certain degree of improvement, but there is still a limit, and the
threshold has to be adjusted downward. It can be found that mAP is worse at IoU 0.65
compared to 0.60 mAP, and only gradually to IoU 0.55 or this hour, mAP will be better.
However, it can be adjusted to IoU 0.55, 0.5, 0.45, and finally 0.45 to obtain the maximum
77.9% mAP. If we proceed to 0.4, the mAP drops by 1.2%, as shown in Figure 5.
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4.4.4. Result

The optimization and improvement mentioned above are summarized in Table 4
below. The training period is shown in Figure 6, and it is found that the highest mAP of
77.9% is obtained at epoch 18.

Table 4. TAMD model parameter table.

Backbone Anchor Type IoU mAP

ResNet-101 Anchor-free DCNv2(C3-C5) Soft NMS 0.45 77.9
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4.5. Ablative Study

The experiments used an ablative study to confirm the effect of DCNv2 between C3-C5
and C4-C5, as shown in Table 5. It was found that mAP was only 76.2% when no DCNv2
was added. When DCNv2 C4-C5 was added, the mAP decreased slightly by 0.1% to 76.1%.
The effect is better with the addition of DCNv2 C3, with an improvement of up to 1.0%
mAP. We believe that the possible reason is that there are important features in the initial
convolution layer of the defective features, which can be used to improve the mAP by the
DCNv2 C3 convolution layer.

Table 5. DCNV2 C3-C5 and DCNV2 C4-C5 in ResNet-101 mAP comparison table.

DCNv2 (C3-C5) DCNv2 (C4-C5) Backbone mAP Baseline

ResNet-101 76.2 -
V ResNet-101 77.2 +1.0

V ResNet-101 76.1 −0.1

Additionally, an experiment on ResNeXt-101 (64 × 4 d), as shown in Table 6, found
that ResNeXt + DCNv2 C4-C5 can increase the mAP up to 1.6% compared to ResNeXt
with excellent results. However, ResNeXt + DCNv2 C4-C5 only increases the mAP by 0.5%
compared to ResNet + DCNv2 C4-C5. However, compared to ResNet-101 + DCNv2 C3-C5,
the mAP is still 0.5% lower, ResNeXt could not produce an advantage in the experiment,
and the training time was much longer than ResNet. Under the consideration of time
efficiency and mAP, ResNet was chosen as the backbone.
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Table 6. DCNV2 C4-C5 in ResNet-101 and ResNeXt-101 (64 × 4 d) mAP comparison table.

DCNv2 (C4-C5) Backbone mAP Baseline

ResNet-101 76.2 -
V ResNet-101 76.1 −0.1

ResNeXt-101 (64 × 4 d) 75.1 −1.1
V ResNeXt-101 (64 × 4 d) 76.7 +0.5

In the following experiment (Figure 7), it is shown that ResNet-101 + DCNv2 C3-C5
can have a smooth and high mAP at the beginning of training. During the subsequent
training period, no overfitting occurred, and the verified mAP gradually increased to 77.2%.
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4.6. Comparison with State-of-the-Art

The experiments refer to other mAPs experimented on in the journal using the metallic
defect NEU-DET dataset. Data include those provided in [6,8,9] and also compared with
well-known algorithms such as M2Det-320 [44], YOLOv3 [45], YOLOv4 [46], YOLOv5 [12],
YOLOv7 [47], YOLOv8 [12], EfficientDet [48], and SAPD [49].

As shown in Table 7, mAP is only in the top class but not outstanding in the three
types of metal defect patches, scratches, and crazing by the TAMD algorithm. However,
the TAMD model has lower performance in detecting pitted surface and rolled-in scale
defects; thus, compared to other models, the TAMD model may struggle to effectively
recognize non-continuous metal defect features, which results in lower mAP. The TAMD
model performs first on inclusion, a relatively complex feature, with a mAP of 82.8%. On
average, our TAMD algorithm outperforms other algorithms with 77.9% mAP and 0.6%
more than the second place YOLOv8.
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Table 7. Comparison with other models mAP and AP.

Model mAP Patches
AP

Scratches
AP

Pitted_
Surface

AP

Crazing
AP

Inclusion
AP

Roller-
in Scale

AP

M2Det-320 [43] 61.1 81.7 70.8 72.0 28.5 64.9 48.4
ATSS [6] 67.8 85.8 81.8 75.7 33.0 70.8 59.6

YOLOv3 [44] 69.4 71.4 73.7 68.3 68.4 61.9 72.3
EifficientDet [45] 70.1 83.5 73.1 85.5 45.9 62.0 72.7

Improved
YOLOv3 [6] 70.7 84.9 92.1 87.8 24.8 72.1 62.3

FCOS [6] 71.3 86.5 78.2 79.8 44.1 76.1 63.3
SAPD [46] 73.2 93.9 97.8 87.4 44.6 73.3 42.9
Cascade [6] 73.3 88.4 88.2 81.3 38.3 76.0 67.8

YOLOv4 [47] 74.6 92.5 77.9 83.6 64.9 74.2 54.3
SSD300 [6] 74.8 90.6 84.1 83.8 46.9 75.9 67.3

Improved Faster
R-CNN [8] 74.8 89.1 83.4 82.1 52.2 77.3 64.7

YOLOv5-s [12] 75.0 87.0 92.0 90.0 30.0 79.0 72.0
RetinaNet [9] 75.3 93.3 73.5 91.4 53.0 78.7 62.0

YOLOv5-v6.1-s
[12] 75.5 85.0 92.0 91.0 38.0 82.0 65.0

YOLOv7-tiny [12] 75.6 86.0 95.0 86.0 42.0 77.0 69.0
CABF-FCOS [9] 76.7 93.5 84.4 88.9 55.4 75.0 62.9
CenterNet [6] 77.1 91.4 94.2 87.4 44.2 82.7 62.9

YOLOv8-s [12] 77.3 91.0 93.0 92.0 43.0 84.0 60.0
TAMD (Ours) 77.9 92.0 92.4 82.6 56.8 82.8 60.5

The experiments using the TAMD algorithm to detect the defective objects are shown
in Figure 8. It was found that the four types of metal defects—patches, scratches, pitted
surface, and inclusion—are well mapped and can be classified correctly, and the size of the
bounding box is almost correct. However, the mAP was lower for crazing and rolled-in
scale. It was also found that the ground truth bounding box is hard to recognize and frame
by the human eye in crazing and rolled in scale, and it is also found that the ground truth
bounding box of the NEU-DET dataset is not entirely correct. There is a lot of space for
discussion, and this may be a future improvement.
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5. Conclusions

Compared with other advanced models, our TAMD model has a higher mAP and
better performance in some metal defect classes. In various experiments, we used ResNet-
101 as the backbone with variable convolution between the DCNv2 C3-C5 layers to classify
and localize metal defects, which is the first use of the TOOD model for metal defects.
First, we adopted the task-aligned approach to constantly modify and optimize the anchor
and bounding box of objects and classifications and, finally, Soft-NMS to improve the
IoU and adjust the threshold. We obtained a 2.5% increase in mAP from 75.4% to 77.9%
and a 0.6% increase in mAP compared to existing advanced algorithms such as YOLOv8
mAP. However, the TAMD model still has limitations; for example, the detection of pitted_
surface and roller-in scale cannot effectively recognize the continuous metal defect features,
which leads to lower performance.

In terms of future planning, there are three directions as follows: (1) in terms of
algorithm optimization, there are still more areas worth testing and adjusting; (2) in metal
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defective images, image enhancement will be considered for development at the input
side, in the hope that mAP can be more improved; (3) in other defective object scenes for
application, the effectiveness of the TAMD algorithm will be explored.
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