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Message from the Guest Editors

Physics-informed neural networks (PINNs) have recently
emerged as a novel deep learning method that is
applicable to both forward and inverse problems governed
by systems of ordinary or partial differential equations.
Designed to approximate solutions to these differential
equations, in their standard formulation, PINN training
aims to simultaneously ensure that the learned function
agrees with the provided training data and satisfies the
differential equations. The multi-objective nature of PINN
training was shown to lead to optimization scenarios that
appear novel and that o en cannot be successfully
addressed by existing approaches in the field of deep
learning.

The aim of this Special Issue is to deepen our
understanding of the peculiarities of PINN training and to
draw connections with recent trends in machine learning
theory, such as generalization bounds, spectral bias theory,
and the appropriateness of certain optimization
approaches.
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Editor-in-Chief

Prof. Dr. Kevin H. Knuth
Department of Physics, University
at Albany, 1400 Washington
Avenue, Albany, NY 12222, USA

Message from the Editor-in-Chief

The concept of entropy is traditionally a quantity in physics
that has to do with temperature. However, it is now clear
that entropy is deeply related to information theory and
the process of inference. As such, entropic techniques have
found broad application in the sciences.

Entropy is an online open access journal providing an
advanced forum for the development and/or application of
entropic and information-theoretic studies in a wide
variety of applications. Entropy is inviting innovative and
insightful contributions. Please consider Entropy as an
exceptional home for your manuscript.
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